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Chapter 1

Introduction

The Bekenstein-Hawking entropy formula [1, 2] states that the entropy of a black

hole is proportional to area of the horizon rather than its volume. This motivated the

holographic principle, proposed by ’t Hooft [3] and Susskind [4], which suggests that

the degrees of freedom in a theory of quantum gravity in a given spacetime region

live on the boundary of that region. The first concrete realization of the holographic

principle was given by Maldacena [5] in string theory : the AdS/CFT correspon-

dence [5, 6, 7]. AdS/CFT is a duality between string theory in Anti de Sitter (AdS)

spacetime and a conformal field theory (CFT ), which lives on the boundary of AdS

spacetime. Though AdS/CFT was conjectured by Maldacena, its correctness is

supported by lot of evidence. Some reviews discussing the correspondence and its

evidence are [9, 10, 11, 12, 13, 14]. It was subsequently generalized to various theo-

ries, including non-conformal theories [8]. Later, the AdS/CFT correspondence was

generalized to non-relativistic holography in the context of Schrödinger, Lifshitz and

hyperscaling violating theories (see e.g. [15] for a review). Broadly, the AdS/CFT

correspondence and its generalizations constitute a class of dualities referred to as

gauge/gravity dualities.

The AdS/CFT correspondence and more generally, gauge/gravity dualities have

constituted an inseparable part of research in theoretical physics. The strong-weak

coupling nature of gauge/gravity dualities allows us to probe previously inaccessible

aspects of strongly coupled gauge theories, by doing computations in the weakly

coupled classical gravity duals. This approach has met with remarkable success in

understanding various properties of finite temperature quantum field theories e.g.

hydrodynamic properties including the viscosity bound [16], holographic supercon-

ductors and other interesting aspects of condensed matter theories. Some reviews

discussing these developments are [17, 18, 19, 20, 21, 22]. Research in the opposite

1



2 Chapter 1 Introduction

direction to gain deeper understanding of spacetime geometry and gravity using the

dual CFT is also under active pursuit (see [23, 24, 25, 26] for some reviews on these

developments.

Holography in 2-dimensions in the context of AdS2 dilaton-gravity theories has been

actively explored, recently, in [27, 28, 29, 30, 31, 32]. 2-dimensional theories of

gravity, in general, offer a simpler setup to study problems in quantum gravity, in

particular, black hole physics. AdS2 arises generically in the near-horizon geome-

try of extremal black holes and branes in string theory and some properties of the

effective AdS2 theories dovetail with the properties of these higher dimensional sys-

tems. While 2-dimensional theories offer simpler technical setup for studying some

aspects, AdS2 holography turns out to be harder. This is mainly because of the

strong backreaction leading to non-existence of finite energy excitations in theories

of pure gravity in AdS2 [33, 34]. Recently, research in AdS2 dilaton-gravity theories

was renewed, beginning with [35, 36, 37, 38, 39] mainly to analyze the backreaction

problem systematically in a tractable setup and also partly motivated by studies in

the Sachdev-Ye-Kitaev (SYK) model [40, 41]. The particular setup being actively

investigated is dilaton-gravity (coupled to matter) with a varying dilaton, which con-

stitutes the dynamics of nearly-AdS2 theories. This has led to the ongoing research

towards developing the nearly-AdS2/nearly-CFT1 (nAdS2/nCFT1) correspondence.

The lightning introduction above touches various aspects of gauge/gravity dualities

and we give detailed discussions on some of these aspects in the following sections. In

sec. 1.1, we begin with a review of the AdS/CFT correspondence followed by holo-

graphic entanglement entropy and holographic renormalization group flows. Then

we briefly discuss non-relativistic holography in the context of hyperscaling violating

Lifshitz theories in sec. 1.2. In sec. 1.3, we review some recent developments in the

nAdS2 holography.

In this thesis, we are broadly interested in studying some of the aspects of hologra-

phy mentioned above. The main theme is the investigations on nAdS2 holography

in certain theories of dilaton-gravity, obtained from dimensional reductions of higher

dimensional systems. We also study aspects of non-relativistic holography for hy-

perscaling violating Lifshtiz theories.

We begin with a study of certain hydrodynamic properties of the hyperscaling vi-

olating Lifshitz (hvLif) theories, in chapter 2. In particular, we study the shear

diffusion and compute the ratio of shear viscosity to entropy density for the bulk

uncharged hvLif spacetimes. The uncharged hvLif black branes are solutions to

Einstein-Maxwell-scalar theories and a charge can be added through an additional
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U(1) gauge field. In the extremal limit, the near-horizon regions of these charged

hvLif black branes acquire an AdS2 × X geometry. Compactification of the trans-

verse space X, then leads to an effective description in terms of 2-dimensional

dilaton-gravity coupled to matter. In chapter 3, we study the dynamics of nAdS2

in these theories of dilaton-gravity obtained by dimensional reduction of the ex-

tremal charged (non-relativistic) black branes in hvLif theories. We also study the

reduction of extremal charged (relativistic) black branes in Einstein-Maxwell the-

ories, which is a simple subcase. In chapter 4, we consider a generalized class of

2-dimensional dilaton-gravity-scalar theories arising from the reductions of higher

dimensional gravity-scalar theories. We study holographic renormalization group

flows, in these 2-dimensional theories, which end at an AdS2 fixed point in the IR.

We prove the holographic c-theorem for a holographic c-function defined as the dila-

ton. We also adapt the radial Hamiltonian formulation of holographic RG [42] and

analyze the RG flow equations and β functions.

In chapter 5, we present an independent study, not related to the above investigations

in the nAdS2 holography and non-relativistic holography. This is broadly motivated

by gauge/gravity duality for de Sitter space i.e. the dS/CFT correspondence [43,

44, 45] and we give some details on this in the chapter. We construct various

generalizations of the 2-level ghost-spins in [46, 47, 48] to N -levels. We build on

these earlier studies and analyze entanglement properties of the N -level ghost-spins.

1.1 AdS/CFT correspondence

The AdS5/CFT4 correspondence proposed by Maldacena [5] states that a type IIB

string theory on AdS5 × S5 is dual to a N = 4 supersymmetric Yang-Mills theory

with SU(N) gauge group.

To understand the origins of this duality, consider a stack of N parallel D3 branes.

At energies lower than the string scale 1/ls, where ls is the string length, only the

massless string states can be excited. The low energy effective action describing

these massless states can be written as

Seff = Sbulk + Sbrane + Sint , (1.1)

where Sbulk is a supergravity action (plus higher derivative terms) and describes

perturbations of the 10-dimensional background through closed string excitations.

Sbrane is an action for N = 4 super Yang-Mills on the 4-dimensional brane worldvol-

ume (plus higher derivative terms) and describes excitations of D3 branes through
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open strings. Sint describes the interactions of the bulk and the brane modes as

open-closed string interactions. In the low energy limit i.e. taking ls → 0 (α′ → 0)

while keeping the energies and the dimensionless parameters like string coupling gs

and N fixed, the interaction action Sint and the higher derivative terms in Sbulk,

Sbrane can be omitted in the total effective action Seff . Then in this low energy

limit, we get two decoupled theories : a free supergravity in the bulk and a pure

N = 4 super-Yang-Mills with U(N) gauge group on the 4-dimensional worldvolume

of the branes.

To see the appearance of AdS5, let us look at the stack of N parallel D3 branes from

another point of view. The gravitational backreaction of these D3 branes depends

on the ’t Hooft coupling constant λ ≡ g2
YMN ∼ gsN , where gYM is the Yang-Mills

coupling constant. In the limit λ � 1, the strong gravitational backreaction leads

to the collapse of the stack of D3 branes to form a black brane. The near-horizon

geometry of this black brane is AdS5×S5. For an observer at infinity, the low energy

sector consists of two types of decoupled excitations. The massless excitations in

the bulk whose wavelength, in the low energy limit for large λ, becomes bigger than

the typical size of the brane. These excitations decouple from those closer to the

stack of branes, which form the near horizon AdS5 geometry. Thus in the low energy

limit, we get two decoupled theories : a free bulk supergravity and the near horizon

AdS5 × S5 geometry. In the opposite limit λ� 1, the gravitational backreaction of

the D3 branes is negligible and the description is in terms of N = 4 super Yang-Mills

theory in 4-dimensions with U(N) gauge group.

Comparing the effective action and the supergravity descriptions of the stack of D3

branes, we see that both have a common decoupled free bulk supergravity in the

low energy sector. This leads us to identify the other decoupled theories in the low

energy sector. Thus, we see that a type IIB string theory on AdS5 × S5 is dual to

N = 4 super-Yang-Mills in 4-dimensions with U(N) gauge group.

Strong-weak duality :

The perturbative analysis in Yang-Mills theory is valid when

λ = g2
YMN ∼ gsN ∼

R4

l4s
� 1 (1.2)

and the classical supergravity description is reliable when the radius of curvature is

large compared to the string length i.e.

R4

l4s
∼ λ� 1 . (1.3)
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We see that the domain of validity of the classical supergravity i.e. λ � 1 corre-

sponds to a strong coupling regime of the Yang-Mills theory. Thus, AdS/CFT is a

strong-weak duality. This strong-weak nature of the duality is very useful practically

where we can do computations in the classical gravity and then map the results to

corresponding quantities in the strongly coupled field theory.

Symmetries : One of the arguments in support of AdS/CFT is the matching of sym-

metries. The isometry group of AdS5 is SO(2, 4) which is also the conformal group

in 4-dimensions1. Also the SO(6) symmetry of the transverse sphere S5 matches the

SU(4) R-symmetry of the N = 4 super Yang Mills theory.

1.1.1 AdS/CFT dictionary

The duality between a string theory on the AdS5 bulk and a boundary CFT4 means

that there is a one-to-one correspondence between fields in the bulk and operators

in the boundary CFT4. The dictionary between these bulk fields and boundary

operators was first formulated by Gubser, Klebanov, Polyakov [6] and Witten [7],

which (generalized to AdSd+1/CFTd) states that

ZCFT [h0(x)] = ZString[h(x, r → 0) = h0(x)] , (1.4)

where x = (t, ~x) are coordinates in the boundary, r is the bulk radial coordinate

and we choose coordinates such that r → 0 is the boundary of AdS. h(x, r) denotes

a generic bulk field e.g. scalar field, vector field or bulk metric and h0(x) is the

boundary value of the bulk field h(x, r), which acts as the source for the dual operator

in boundary CFT. ZCFT [h0(x)] is the generating functional for correlation functions

of operators O(x) in the boundary CFT given by

ZCFT [h0(x)] =
〈
ei

∫
ddxh0(x)O(x)

〉
. (1.5)

ZString[h(x, r → 0) = h0(x)] is the string partition function evaluated at the bound-

ary of the AdS bulk. In the large N , large λ limit, where the classical supergravity

description is valid, the string partition function is dominated by the classical su-

pergravity action,

ZString[h(x, r → 0)] ≈ e−Scl[h(x,r→0)=h0(x)] . (1.6)

1More generally, the isometry group of AdSd+1 and the conformal group in d-dimensions are
SO(2, d).
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Then using the relation (1.4), we can compute the correlation functions of boundary

operators from the bulk partition function as

〈O(x1) · · · O(xn)〉 =
δn

δh0(x1) · · · δh0(xn)
e−Scl[h(x,r→0)=h0(x)]

∣∣∣
h0=0

. (1.7)

Scalar field in AdS

To see the dictionary more explicitly, let us consider a massive scalar field in the

AdSd+1 background

Sχ =

∫
dd+1x

√
−g
(
− 1

2
∂Mχ∂

Mχ− m2χ2

2

)
, (1.8)

where the AdSd+1 metric in Poincaré coordinates is

ds2 = grrdr
2 + gabdx

adxb =
R2

r2
dr2 +

R2

r2

(
− dt2 +

d−1∑
i=1

dx2
i

)
, (1.9)

with indices a, b = 0, 1, . . . , (d−1) denoting the boundary coordinates. We substitute

χ(x, r) = χ̃(x)%(r), with %(r) ∼ r∆ as r → 0, in the equation of motion (∇2−m2)χ =

0 and obtain

∆(∆−d)−m2R2 = 0 =⇒ ∆± =
d

2
±
√
d2

4
+m2R2 , ∆++∆− = d . (1.10)

Thus the asymptotic behaviour of the scalar field is

χ(x, r) = r∆−χ0(x) + r∆+χ1(x) + subleading terms . (1.11)

The reality of ∆± implies a bound for the mass of the scalar field χ, called the

Breitenlohner-Freedman bound :

m2R2 ≥ −d
2

4
. (1.12)

Now with ∆+ > ∆−, we see that as r → 0, r∆− dominates over r∆+ . Thus, χ1(x)

is the normalizable mode and χ0(x) is the non-normalizable mode, which acts as a

source for the dual operator in the boundary CFT, χ0(x) = limr→0 r
−∆−χ(x, r).

Under the scaling {x, r} → λ{x, r}, invariance of χ(x, r) implies that the mode χ0(x)

transforms as χ0(x) → λ−∆−χ0(λx). In the boundary CFT, the invariance of the
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coupling term
∫
ddxχ0O gives the transformation of the operator as

O(x)→ λ∆−−dO(λx) = λ−∆+O(λx) (1.13)

showing that the conformal dimension of O is ∆+.

2-point function :

Let us compute the 2-point function 〈O(x1)O(x2)〉 for the dual operator O in the

boundary CFT, using the holographic prescription of [49] (reviewed in [20]).2

Owing to the translational symmetry of the boundary, we can Fourier expand the

scalar field χ as

χ(x, r) =

∫
ddk

(2π)d
eikxfk(r)χ̃0(k) ; χ(x, rc) =

∫
ddk

(2π)d
eikxχ̃0(k) , (1.16)

where kx = ηabk
axb and rc(→ 0) is the boundary. We have imposed the boundary

condition that fk(rc) = 1 and the reality of χ implies f ∗k = f−k. Substituting χ(x, r)

in the wave equation (∇2 −m2)χ = 0, we get

1√
−g

∂r(
√
−ggrr∂rfk)− (gabkakb +m2)fk = 0 . (1.17)

Substituting the Fourier expansion of χ and using (1.17), the on-shell boundary

action is

Sbdy = −1

2

∫
bdy

ddx
√
−γ naχ∂aχ =

∫
ddk

(2π)d
χ̃0(−k)F(k, r)χ̃0(k)

∣∣∣
bdy

, (1.18)

2Alternatively, we can compute the 2-point function in the case of Euclidean AdS using the
(normalized) bulk-to-boundary propagator [7, 50] :

K(x, x′, r) =
Γ(∆+)

π
d
2 Γ(∆+ − d

2 )

(
r

r2 + (x2 − x′2)

)∆+

. (1.14)

K(x, x′, r) solves (∇2 −m2)K(x, x′, r) = 0 with the boundary condition limr→0 r
−∆−K(x, x′, r) =

δ(x − x′). Substituting χ(x, r) =
∫
ddx′K(x, x′, r)χ0(x′) in the onshell Euclidean action Iχ =∫

ddx
√
γχna∂

aχ, obtained by integrating (1.8) by parts and using bulk equations of motion, gives

Iχ =
∆+Γ(∆+)

π
d
2 Γ(∆+ − d

2 )

∫
ddx ddx′

χ0(x)χ0(x′)

|x− x′|2∆+
, (1.15)

from which we get the 2-point function for O(x) as 〈O(x)O(x′)〉 ∼ 1
|x−x′|2∆+

showing that the

conformal dimension of O(x) is indeed ∆+.
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where we have used nr = −√grr, as the outward pointing normal and the flux factor

is defined as

F(k, r) =
1

2

√
−g grrf−k∂rfk . (1.19)

The mode equation (1.17) with metric (1.9) becomes

r2f ′′k + (−d+ 1)rf ′k − (k2r2 +m2R2)fk = 0 . (1.20)

Let us solve this equation for different cases for k2. For k2 > 0, the solution to (1.20)

is

fk(r) = c1r
d
2 Iν(kr) + c2r

d
2Kν(kr) ; ν ≡

√
d2

4
+m2R2 , k =

√
k2 . (1.21)

As r → ∞, Iν(kr) ∼ ekr and Kν(kr) ∼ e−kr. So regularity at the horizon (r → ∞)

requires c1 = 0. Then the normalized solution such that fk(rc = ε) = 1, with ε the

near-boundary cutoff (i.e. the UV cutoff in the boundary field theory), is

fk(r) =
r
d
2Kν(kr)

ε
d
2Kν(kε)

. (1.22)

For simplicity, let us restrict to integer ν (though this analysis also applies to non-

integer ν). Near the boundary rc = ε i.e. for small r, the Bessel function Kν(kr),

for integer ν, can be expanded as

Kν(kr) = (kr)−ν(a0 + a1(kr)2 + · · · ) + (kr)ν log(kr)(b0 + b1(kr)2 + · · · ) . (1.23)

According to the prescription for Minkowski space correlators [49], the retarded

Green’s function is

GR(k) = −2F(k, r)|rc=ε . (1.24)

Then using (1.22), f ∗k (r) = f−k(r) and the expansion (1.23), we get after dropping

the contact terms,

GR(k) = −Rd−1(2ν)
b0

a0

k2ν log(kε)ε2ν−d . (1.25)

Now for k2 < 0, defining q =
√
−k2, the two independent solutions are r

d
2H

(1)
ν (qr)

and r
d
2H

(2)
ν (qr). As r → ∞, H

(1)
ν (qr) ∼ eiqr and H

(2)
ν (qr) ∼ e−iqr. Recall that the

exponential factor in (1.16) has e−iωt. So imposing ingoing boundary condition at
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the horizon (r →∞) and fk(rc = ε) = 1, we get

fk(r) =
r
d
2H

(1)
ν (qr)

ε
d
2H

(1)
ν (qε)

for ω > 0

=
r
d
2H

(2)
ν (qr)

ε
d
2H

(2)
ν (qε)

for ω < 0 . (1.26)

The retarded Green’s function is then evaluated to be

GR(q) = −Rd−1(2ν)
b0

a0

q2νε2ν−d
(

log(qε)− iπ

2
sgnω

)
. (1.27)

Combining the two expressions for k2 > 0 and k2 < 0, we get

GR(k) = −Rd−1ν
b0

a0

k2νε2ν−d
(

log |kε|2 − iπθ(−k2)sgnω
)
. (1.28)

At zero temperature, the Feynman propagator is related to the retarded Green’s

function as

GF (k) = Re(GR(k)) + isgnωIm(GR(k))

= −Rd−1ν
b0

a0

k2νε2ν−d
(

log |kε|2 − iπθ(−k2)
)
. (1.29)

The divergent factor ε2ν−d in GF (k) above is due to differentiating the partition

function with respect to χ̃0(k), which is the inverse Fourier transform of χ(x, rc);

see (1.16). However, the correct identification of the source which couples to the

boundary operator is χ0(x) = limr→rc=ε r
−∆−χ(x, r) = εν−

d
2χ(x, rc). The expression

for the renormalized Feynman propagator GF
r (k) obtained by differentiating the

partition function with respect to χr0(k) (the Fourier transform of χ0(x)) is, then,

same as that for GF (k) above with the factor ε2ν−d excluded. Then performing the

inverse Fourier transform, the 2-point function in position space (with ∆+ = 2ν+d)

is

〈T O(x)O(0)〉 = i

∫
ddxeikxGF

r (k) ∼ 1

|x|2∆+
. (1.30)

The above analysis for scalar fields can also be done for vector fields and tensor

fields (e.g. the metric) in the bulk. Some comprehensive reviews for the AdS/CFT

correspondence and its various aspects are [9, 20, 22].
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1.1.2 Holographic entanglement entropy

Consider a quantum theory with a Hilbert space separable as H = HA⊗HB, where

A ∪ B is the total quantum system. Let the system be in a state |ψ〉 with the

density matrix ρ = |ψ〉〈ψ|. The entanglement entropy of the subsystem A is defined

as the von Neumann entropy SA = −tr(ρA log ρA), where ρA is the reduced density

matrix of A obtained by partial tracing of ρ over the compliment subsystem B.

For example, consider a system of two spin-1/2 states with basis |sAsB〉 ≡ {| ↑A↑B
〉, | ↑A↓B〉, | ↓A↑B〉, | ↓A↓B〉}. The basis for subsystem A consisting of a single spin is

|sA〉 = {|↑A〉, |↓A〉} with the usual positive definite norms 〈↑A | ↑A〉 = 〈↓A | ↓A〉 = 1

and 〈↑A | ↓A〉 = 〈↓A | ↑A〉 = 0, and likewise for the subsystem B. For a generic state

|ψ〉 = ψsAsB |sAsB〉, ρA = trBρ = 〈↑B |ψ〉〈ψ| ↑B〉 + 〈↓B |ψ〉〈ψ| ↓B〉. In particular,

for a normalized state |ψ〉 = c1| ↑A↑B〉 + c2| ↓A↓B〉; |c1|2 + |c2|2 = 1, we get ρA =

|c1|2|↑A〉〈↑A |+ |c2|2|↓A〉〈↓A |, whose eigenvalues are ρA(i) = |ci|2 < 1, i = 1, 2. Then

the entanglement entropy of A is SA = −tr(ρA log ρA) = −
∑

i ρA(i) log ρA(i) =

−|c1|2 log |c1|2 − |c2|2 log |c2|2 > 0.

While the computation above for entanglement entropy of spin systems is quite

simple, it is not so in general interacting quantum field theories and conformal

field theories. In some cases like 2-dimensional CFT s, the replica trick [51, 52]

does provide a remarkable technique to compute entanglement entropy. However,

computation of entanglement entropy using field theory techniques is difficult for

CFT s in higher dimensions and general quantum field theories. In such cases, the

holographic entanglement entropy proposal of Ryu and Takayanagi [53, 54] offers a

useful machinery for computations of entanglement entropy. Using the AdS/CFT

correspondence and motivated by the Bekenstein-Hawking entropy of black holes

[1, 2], Ryu and Takayanagi [53, 54] proposed that the entanglement entropy of a

subsystem A with boundary ∂A in the boundary CFTd is proportional to the area

of a (d−1)-dimensional minimal surface protruding in the AdSd+1 bulk and anchored

to the boundary (of AdS) along ∂A, i.e.

SA =
A(γA)

4Gd+1

, (1.31)

where A is the area of the minimal surface γA. To illustrate this, consider a strip

subsystem on a constant time slice in the boundary CFTd, for d > 2, with the width

along the x1-direction and infinitely extended in the remaining spatial directions,

x1 ∈
[
− l

2
,
l

2

]
, xi ∈ (−∞,∞) , i = 2, . . . , d− 1 . (1.32)
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Let us regulate the infinite length in each of the directions x2, . . . , xd−1 as L0, such

that l � L0. Then the area of the entangling surface γA in the AdSd+1 bulk with

Poincaré metric (1.9), described by x1 = x1(r), and anchored to the boundary (of

AdS) along ∂A is given by

A = 2Rd−1Ld−2
0

∫ r∗

ε

dr

rd−1

√
1 + ẋ2

1 ; ẋ1 =
dx1

dr
, (1.33)

where ε is the near-boundary (i.e. the UV) cutoff. Considering A = A(x1, ẋ1; r) like

a Lagrangian, the absence of x1 in A gives a conserved quantity

δA
δẋ1

∝ ẋ1

rd−1
√

1 + ẋ2
1

≡ B =⇒ ẋ2
1 =

B2r2d−2

1−B2r2d−2
. (1.34)

The surface γA has a turning point r∗ in the bulk at which dx1

dr

∣∣
r∗
→∞ (i.e. dr

dx1

∣∣
r∗

=

0). At the turning point, 1−B2r2d−2
∗ = 0 =⇒ B = 1

rd−1
∗

and we can write A as

A = 2Rd−1Ld−2
0 r2−d

∗

∫ 1

ε/r∗

du

ud−1

1√
1− u2d−2

; u =
r

r∗
. (1.35)

The width of the subsystem along the x1-direction is

l = 2r∗

∫ 1

0

du
ud−1

√
1− u2d−2

= 2r∗
√
π

Γ( d
2(d−1)

)

Γ( 1
2(d−1)

)
. (1.36)

Then using the Ryu-Takayanagi prescription (1.31), the holographic entanglement

entropy of A is

SA =
1

4Gd+1

[2Rd−1

d− 2

(L0

ε

)d−2

− 2d−1π
d−1

2 Rd−1

d− 2

(Γ( d
2(d−1)

)

Γ( 1
2(d−1)

)

)d−1(L0

l

)d−2]
. (1.37)

The coefficient of the divergent term is proportional to Ld−2
0 i.e. the area of the

boundary ∂A of A. This is the known area law of entanglement entropy [55, 56].

The second term is finite, independent of the UV cutoff and encodes a size-dependent

measure of the entanglement.

For d = 2, there is only one spatial direction in the CFT2. We take the subsystem

A to be an interval of length l along the x-direction i.e. x ∈ [− l
2
, l

2
]. Then the area

of the minimal surface in the AdS3 bulk gives the holographic entanglement entropy

SA =
R

2G3

log
l

ε
+ · · · = c

3
log

l

ε
+ · · · , (1.38)
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where we have used that the central charge c of the CFT2 is related to bulk quantities

as c = 3R
2G3

[57]. The logarithmic divergence is consistent with the known result in

CFT2 [58, 51].

The original Ryu-Takayanagi prescription for the holographic entanglement entropy

was proposed for subsystems on constant time slices in the boundary CFT . It

was later generalized to covariant holographic entanglement entropy [59], which also

applies to time-dependent subsystems.

1.1.3 Holographic renormalization group flow

In the AdSd+1/CFTd duality, the CFT lives in one lower dimension. The extra

radial direction in the bulk corresponds to the energy scale in the boundary theory

[60, 61]. Far away region in the bulk corresponds to the UV and near horizon region

corresponds to the IR energy scale of the boundary theory. This radial direction

essentially captures the renormalization group (RG) flow of the boundary theory.

Following the AdS/CFT correspondence, versions of holographic renormalization

and holographic renormalization group flow were formulated, beginning with e.g.

[62, 63, 64, 65, 66, 67, 42, 68, 69, 70, 71].

In a (2-dimensional) quantum field theory, renormalization group flow is also charac-

terized by the Zamolodchikov c-theorem [72]. The c-theorem states that there exist

a positive definite function of the couplings, called a c-function, which monotonically

decreases with the energy (i.e. along the RG flow) and is constant at the fixed points

taking values equal to the central charges of the fixed point CFT s. The holographic

formulations of c-theorems were studied in [73, 74, 75, 76].

Holographic c-theorem

We briefly review the holographic formulation of c-theorem by Freedman, Gubser,

Pilch, Warner [73]. The holographic c-theorem states that a holographic c-function

defined as a function of the radial coordinate, C(r) decreases monotonically from the

asymptotic region to the interior region of the bulk.

In [73], it was shown that the monotonicity of C(r) follows from the null energy con-

dition. To see this explicitly, consider an ansatz for the metric in (d+ 1)-dimensions

ds2 = e2A(r̃)(ηabdx
adxb) + dr̃2 , (a, b = 0, . . . , d− 1) , (1.39)
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such that r̃ increases from the asymptotic region (UV) to the interior (IR)3. The

non-zero components of the Ricci tensor are

Rab = e2A(r̃)(A′′ + d(A′)2)ηab , Rr̃r̃ = −d(A′′ + (A′)2) , (1.40)

The null energy condition TMNξ
MξN ≥ 0 for a null vector ξM = (e−A,~0, 1), ξ2 = 0,

using Einstein equations GMN = 8πGd+1TMN gives

RMNξ
MξN = −(d− 1)A′′ > 0 =⇒ A′′ < 0 . (1.41)

A′′(r̃) < 0 implies that A′(r̃) decreases as r̃ increases i.e. as we move towards the

interior (IR). Then a holographic c-function defined as

C(r̃) =
C0

(A′)d−1
; C0 = constant , (1.42)

is monotonically decreasing as we move towards the interior i.e. along an RG flow

from UV to IR. The constant C0 is determined by equating C(r) to the central

charges of the CFT s at the fixed points. Thus we see that the null energy condition

leads to a holographic c-theorem.

A more general local, covariant expression for the holographic c-function was pro-

posed by Sahakian in [75] using Bousso’s light-sheet construction [74]. In 4-dimensions,

the light-sheet of a 2-dimensional spatial surface B is the congruence of null geodesics

emanating from B such that the expansion of the congruence is non-positive. In the

holographic context, taking the spatial surface B′ to be a (d−1)-dimensional surface

in the boundary, on a constant radial slice and at a constant time, with the light-

sheet being the congruence of null geodesics emanating from B′, Sahakian proposed

a holographic c-function. Using the criterion for convergence of the null geodesics

and the null energy condition RMNξ
MξN ≥ 0 for a null vector ξM with components

along (t, r)-directions, the proposed c-function was shown to be monotonic, hence

proving the c-theorem. For the metric ansatz (1.39), this covariant c-function re-

duces to (1.42). It also applies to Dp-brane geometries and correctly interpolates

between known asymptotics [75].

A holographic RG formulation

We briefly review a formulation of holographic RG flow by de Boer, Verlinde and Ver-

linde [42], which was further adapted in [77] to study RG flow in D-brane geometries.

3The ansatz (1.39) describes AdS metric in Poincaré coordinates (1.9) asymptotically with the

coordinate transformation r = Re
r̃
R , which shows that r̃ → −∞ as r → 0 (boundary) .
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This formulation is not Wilsonian but provides useful insights into the renormaliza-

tion group flow and structure of β-functions. Wilsonian holographic renormalization

group flow was formulated in [70, 71].

Consider Einstein gravity in 5-dimensions with a negative cosmological constant and

coupled to scalar fields ΨI with a potential V (ΨI) described by the action

S = αG

(∫
d5x
√
−g(R− 2Λ) + 2

∫
d4x
√
−γK

)
−αm

∫
d5x
√
−g
(1

2
hIJ∂AΨI∂AΨJ − V (ΨI)

)
, (1.43)

where we have defined αG = 1
16πG5

for notational convenience. The radial decompo-

sition of the metric

ds2 = N2dr2 + γab(N
adr + dxa)(N bdr + dxb) , (a, b = 0, 1, 2, 3) (1.44)

gives a radial Lagrangian L on a constant r slice. The Legendre transformation

then gives the radial Hamiltonian H =
∫
d4x
√
−γ(HN + NaHa). N and Na being

non-dynamical give the constraints H = 0 and Ha = 0, where we refer to H = 0 as

the radial Hamiltonian constraint. Defining the conjugate momenta πab, πI as

πab =
1

αG
√
−γ

δL

δγ̇ab
, πI =

1

αm
√
−γ

δL

δΨ̇I
, (1.45)

we can write the Hamiltonian constraint H = 0 as

αG

(
πabπ

ab − π2

3

)
+ αm

(πIπI
2
− hIJ

2
∂aΨ

I∂aΨJ
)

+ αG(R̃ − 2Λ) + αmV = 0 , (1.46)

where πab ≡ γacγbdπcd, π
I = hIJπJ and R̃ is the boundary Ricci scalar for the

induced boundary metric γab. The boundary action on a radial slice as a function of

the boundary fields allows us to write the conjugate momenta πab and πI as derivates

of the boundary action with respect to γab and ΨI respectively.

πab =
1

αG
√
−γ

δSbdy
δγab

, πI =
1

αm
√
−γ

δSbdy
δΨI

. (1.47)

Using these momenta, we can write the Hamiltonian constraint as

1

αG(
√
−γ)2

[δSbdy
δγab

δSbdy
δγab

− 1

3

(
γab

δSbdy
δγab

)2]
+

1

αm(
√
−γ)2

hIJ

2

δSbdy
δΨI

δSbdy
δΨJ

+αG(R̃ − 2Λ)− αmh
IJ

2
∂aΨ

I∂aΨJ + αmV = 0 .(1.48)
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At some low energy scale µ << µc, where µc is a UV cutoff, we segregate the

boundary action into a local part and a non-local part

Sbdy[γab,Ψ
I ] = Sloc[γab,Ψ

I ] + Γ[γab,Ψ
I ] , (1.49)

where Sloc contains no more than second derivatives of the fields,

Sloc =

∫
d4x
√
−γ
(
W (ΨI) + f(ΨI)R̃+

MIJ(ΨI)

2
∂aΨ

I∂aΨJ
)
. (1.50)

The boundary quantities f(ΨI), MIJ(ΨI) and the boundary potential W (ΨI) are

local functions of the couplings ΨI(x, rc) i.e. the values of ΨI on the boundary slice

r = rc. Γ[γab,Ψ
I ] contains all higher derivative and non-local terms.

We substitute the boundary action (1.49) in the Hamiltonian constraint (1.48) and

expand in the derivatives. Keeping terms upto second order in derivatives, we get

relations between the local boundary quantities f , MIJ , W and bulk quantities V ,

hIJ . In particular, the zeroth order terms i.e. the terms with no derivatives give a

relation between the bulk and the boundary potential

− 2α2
GΛ + αGαmV =

W 2

3
− αG
αm

hIJ

2
∂IW∂JW , (1.51)

where ∂I = ∂
∂ΨI

. The 2-derivative terms give one relation among hIJ and M IJ and a

second relation between hIJ , W and f . We will discuss the 4-derivative and higher

derivative terms later.

Let us first consider the local part and choose a Fefferman-Graham gauge : N = 1,

Na = 0. The radial coordinate r corresponds to the RG parameter in the boundary

field theory. So we pull the r dependence in the metric as γab = a2γ̂ab, where a(r) is

a function of r only and γ̂ab(x) is r independent. The function a(r) parametrizes the

radial evolution (i.e. RG flow) of the bulk quantities. Then from the flow equations

(1.45) and using the conjugate momenta in terms of the boundary potential (1.47),

we define β-functions for the couplings ΨI as

βI(Ψ) ≡ a
d

da
ΨI =

6

W
hIJ

∂W

∂ΨJ
. (1.52)

Callan-Symmanzik equation :

Let us consider the higher derivative terms now. After substituting Sbdy in the

Hamiltonian constraint, the 4-derivative terms give
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1√
−γ

[
γab

δΓ

δγab
− βJ δΓ

δΨJ

]
= 4− derivative terms . (1.53)

We vary this equation with respect to ΨI , then put the fields to their constant values

given by the couplings of the gauge theory. Integrating the resulting expression

over all space, replacing functional derivatives by partial derivatives i.e.
∫
γab δ

δγab
=

a d
da

and
∫

δ
δΨI

= ∂
∂ΨI

and using 1√
−γ

∂nΓ
∂ΨI1 ...∂ΨIn

≡ 〈OI1(x1) . . . OIn(xn)〉, we get the

standard form of the Callan-Symanzik equation. This equation is derived at a finite

UV cutoff. We renormalize the metric, scalar fields and Γ and get the Callan-

Symmanzik equation for the renormalized n-point functions.

1.2 Non-relativistic holography

Generalization of AdS/CFT to nonrelativistic holography or gauge/gravity duality

has been under active exploration over the last few years. In particular, spacetimes

conformal to Lifshitz [78, 79], referred to as hyperscaling violating spacetimes arise

in effective Einstein-Maxwell-scalar theories4 e.g. [80, 81, 82, 83, 84, 85, 86, 87, 88,

89, 90, 91]. The metric of the bulk hyperscaling violating spacetime in (di + 2)

dimensions is

ds2 = r2θ/di
(
− dt2

r2z
+
dr2

r2
+

∑di
i=1 dx

2
i

r2

)
, (1.54)

where di is the boundary spatial dimension and z is the Lifshitz dynamical exponent

with θ the hyperscaling violation exponent. The metric in the parenthesis is the Lif-

shitz metric in (di+2)-dimensions and it is invariant under the scale transformations

t→ λzt , xi → λxi , r → λr . (1.55)

The hyperscaling violating metric (1.54) is not scale invariant but transforms as

ds2 → λθ/dids2 under the scale transformations (1.55).

Various aspects of Lifshitz and hyperscaling violating holography are developed in

e.g. [89, 92, 93, 94, 95, 96, 97, 15]. Certain families of hyperscaling violating theories

exhibit novel scaling for entanglement entropy e.g. [87, 88, 89]. In particular, the

θ = di − 1 family exhibits logarithmic scaling for entanglement entropy. To see

this explicitly, let us use the holographic entanglement entropy proposal of Ryu and

Takayanagi [53, 54] (reviewed in sec. 1.1.2).

4In the AdS/CMT literature, these are referred to as Einstein-Maxwell-Dilaton theories. We
use “dilaton” to refer to the dilaton in 2-dimensional dilaton-gravity-matter theories discussed in
Sec. 1.3, Chap. 3 and Chap. 4. This dilaton is distinct from the scalar in the hyperscaling violating
Lifshitz theories.
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Consider a strip subsystem on a constant time slice in the (di + 1)-dimensional

boundary of the hyperscaling violating bulk, with the width along the x1-direction

and infinitely extended in the remaining spatial directions,

x1 ∈
[
− l

2
,
l

2

]
, xi ∈

[
− L0

2
,
L0

2

]
i = 2, . . . , di ; l� L0 , (1.56)

where L0 is the regulated length of the strip in each of the directions x2, . . . , xd−1.

The area of the entangling surface in the hyperscaling violating bulk with the metric

(1.54), which is anchored to the boundary along the edges of the strip, is given by

A = 2Ldi−1
0

∫ r∗

ε

dr rθ−di

√
1 +

(dx1

dr

)2

= 2Ldi−1
0 r1+θ−di

∗

∫ 1

ε/r∗

du
uθ−di√

1− u2(di−θ)
,

(1.57)

where u = r
r∗

, r∗ is the turning point at which dx1

dr
→ ∞ (i.e. dr

dx1
= 0) and r = ε is

the UV cutoff. The width of the strip along the x1-direction is

l = 2r∗

∫ 1

0

du
udi−θ√

1− u2(di−θ)
. (1.58)

Now for a family of hyperscaling violating theories with θ = di − 1, the above

formulae give l = 2r∗ and A = 2Ldi−1
0 log

(
l
ε

)
+ · · · . Then using the Ryu-Takayanagi

prescription (1.31), we get

SEE =
A

4Gdi+2

=
Ldi−1

0

2Gdi+2

log
( l
ε

)
+ · · · (1.59)

showing that the leading term in the entanglement entropy has a logarithmic be-

haviour. This logarithmic scaling of entanglement entropy was obtained in AdS

plane waves for a strip subsystem on a x− = constant null slice, with the width

along x1-direction [98]. These AdS plane waves upon null x+-reductions give lower

dimensional hyperscaling violating theories with x− as the time coordinate and lying

in the θ = di − 1 family [99, 100]. Null x+-reductions of AdS plane waves [99, 100],

which are large boost, low temperature limits [101] of boosted black branes [102]

provide certain gauge/string realizations of hyperscaling violating theories. Some

of these exhibit novel scaling for entanglement entropy with the string realizations

above reflecting this [98, 103, 104, 105], suggesting corresponding regimes in the

gauge theory duals exhibiting this scaling.

In the null reductions of AdS plane waves discussed above, the compactification in

the bulk is done along the x+ direction: but this is actually a spacelike direction

in the bulk since g++ > 0. Technically this implies that completing squares to
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perform the Kaluza-Klein reduction is legitimate thereby implying that the bulk

compactification has no subtlety. Holographically g++ > implies a nonzero energy

momentum tensor component T++ > 0: these are thus excited states in the dual CFT

with macroscopic lightcone momentum density turned on. The effective boundary

metric on a cutoff surface r = ε has a nonzero g++ component, reflecting this. The

usual concerns of DLCQ and zero modes are associated with the ground state in

lightfront quantization. The bulk reduction thus suggests that the boundary theory

also has interesting and nonsingular behaviour, which would be nice to understand

more explicitly with regard to the reduction. Some discussion on these aspects and

in particular ultralocality properties appears in [105]. For instance it was argued

that while correlation functions in free scalar field theory in lightcone quantization

(on null surfaces) vanish consistent with ultralocality, excited states yield nonzero

correlators.

1.3 AdS2 holography

We now turn to a discussion on holography in (bulk) 2-dimensions. AdS2/CFT1

correspondence has been investigated extensively earlier with a vast literature : e.g.

[27, 28, 29, 30, 31, 32, 106, 107, 108, 109, 34, 110, 111]. Our focus in this thesis

is on the recent investigations, beginning with [35, 36, 37, 38, 39], in nearly AdS2

(nAdS2) holography in theories of dilaton-gravity coupled to matter.

Gravity in two dimensions, trivial as such, is rendered dynamical in the presence of

a dilaton scalar and additional matter. Such dilaton-gravity theories arise generi-

cally under dimensional reduction from higher dimensional theories of gravity cou-

pled to matter. There is interesting interplay with AdS2 holography, which arises

in the context of extremal black holes and branes: the near horizon regions typi-

cally acquire an AdS2 × X geometry, and a 2-dimensional description arises after

compactifying the transverse space X. Almheiri and Polchinski [35] considered toy

models of 2-dimensional dilaton-gravity of this sort, with backgrounds involving

AdS2 with a varying dilaton. Analyzing the backreaction of a minimally coupled

scalar perturbation on the AdS2 background reveals nontrivial scaling of bound-

ary 4-point correlation functions thereby indicating the breaking of AdS2 isome-

tries in the deep IR. This breaking amounts to breaking of local reparametrizations

of the boundary time coordinate (modulo global SL(2) symmetries), which would

have been preserved in the presence of exact conformal symmetry. In [36], as well

as [37, 38, 39], it was argued that the leading effects describing such nearly-AdS2
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(nAdS2) theories are captured universally by a Schwarzian derivative action govern-

ing boundary time reparametrizations modulo SL(2), which arises from keeping the

leading non-constant dilaton behaviour. The bulk action which reduces to the effec-

tive Schwarzian action is the Jackiw-Teitelboim theory of dilaton-gravity [112, 113].

This picture dovetails with the absence of finite energy excitations in AdS2 discussed

previously in [33, 34]. We review some of these developments in this section.

AdS2 arises quite generally in the near-horizon throat region of extremal black holes

and branes in higher dimensions. The Jackiw-Teitelboim (JT) model universally

describes these near-horizon AdS2 regions in a large class of dilaton-gravity the-

ories obtained upon dimensional reductions of higher dimensional theories : e.g.

[39, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124]. In this thesis, we consider

the dimensional reductions of extremal charged black branes in Einstein-Maxwell

and Einstein-Maxwell-scalar theories. In the resulting 2-dimensional theories, we

study the dynamics of nAdS2 and obtain the universal Schwarzian effective action.

Then in a generalized class of 2-dimensional dilaton-gravity-scalar theories, we study

holographic renormalization group flows ending at an AdS2 fixed point in the IR.

We discuss our findings, which are reported in [125, 126], in chap. 3 and chap. 4.

1.3.1 Backreaction in AdS2 dilaton-gravity

Pure AdS2 doesn’t support finite energy excitations owing to the strong backreaction

[33, 34]. To investigate this backreaction, Almheiri and Polchinski [35] considered

toy models of dilaton-gravity theory in 2-dimensions in which the backreaction is

solvable. In the infrared (IR), these models flow to AdS2 × X, while the non-

trivial dilaton profile adjusts these models to flow to a scale invariant theory in

the ultraviolet (UV), thereby regulating the backreaction. Turning on a minimally

coupled scalar perturbation on the AdS2 background reveals nontrivial scaling of

boundary 4-point correlation functions, which indicates that the backreaction makes

the conformal symmetry (i.e. the isometry of AdS2) in the deep IR anomalous.

Let us see this backreaction analysis in some detail. The dilaton-gravity model of

Almheiri-Polchinski is

Sgrav =
1

16πG2

∫
d2x
√
−g [ Φ2R− 2(1− Φ2) ] +

1

8πG2

∫
dt
√
−γ Φ2

bdyK , (1.60)

where Φ2
bdy is the boundary value of the dilaton. The dilaton potential is U(Φ) =

2(1 − Φ2), where we have set the AdS2 radius to unity. The dilaton and Einstein’s
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equations (derived in Appendix B.3) are, respectively,

R+ 2 = 0 , (1.61)

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(1− Φ2) = 0 . (1.62)

The dilaton equation gives that the background is AdS2. In the conformal gauge,

ds2 = e2ω(x+,x−)(−dx+dx−) = e2ω(t,ρ)(−dt2 + dρ2); x± = t ± ρ, the Ricci scalar is

R = 2e−2ω(∂2
t − ∂2

ρ)ω = 8e−2ω∂+∂−ω. Then the Poincaré AdS2 metric and the

solution for dilaton are

e2ω =
1

ρ2
=

4

(x+ − x−)2
, Φ2 = 1 +

a

2ρ
= 1 +

a

x+ − x−
, (1.63)

where ρ→ 0 is the boundary. This solution interpolates from constant dilaton AdS2

in the IR to a conformal Lifshitz geometry in the UV [35] i.e.

IR : Φ2 ∼ 1 as ρ→∞ ; UV : Φ2 ∼ a

2ρ
as ρ→ 0 . (1.64)

Let us turn on a massless scalar perturbation f(t, ρ) coupled minimally to (1.60),

S = Sgrav + Sf ; Sf = − 1

16πG2

∫
d2x

√
−g
2

∂µf∂
µf . (1.65)

Due to the minimal coupling of f , we see that the dilaton equation (1.61) remains

unchanged giving the background to be the AdS2. However, the Einstein’s equation

(1.62) gets modified to

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(1− Φ2) =
1

2

(
∂µf∂νf −

gµν
2

(∂f)2
)
, (1.66)

whose µν = ++ and µν = −− components, in the conformal gauge, are

− e2ω∂±(e−2ω∂±Φ2) =
1

2
∂±f∂±f . (1.67)

Integrating (1.67), we get the solution for dilaton as

Φ2 =
M

(x+ − x−)
, M = M0 + I+ − I− , (1.68)

where M0 is any vacuum (f = 0) solution, in particular, M0 = a+x+−x− in (1.63)

and

I±(x+, x−) =
1

2

∫
dx′±(x′± − x∓)(x′± − x±)∂±f∂±f . (1.69)
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Also the equation of motion for f i.e. ∇2f = 0 shows that f is a free scalar field

propagating in the AdS2 background.

Let us study some peculiarities of this solution i.e. the AdS2 background and the

dilaton (1.68), with the freely propagating scalar perturbation f on the AdS2 back-

ground. Naively, it appears that the scalar perturbation does not backreact on the

AdS2 geometry, allowing for finite energy excitations on the AdS2 background, con-

trary to our understanding of AdS2 [33, 34]. However, now in Sgrav in (1.60), the

geometry i.e. the gravity sector is not just the metric but characterized by both the

metric and dilaton together. The modification (1.68) to the dilaton, indeed, reflects

the backreaction of the perturbation f on the geometry. More favourably, in this

setup, the metric remains to be the AdS2 and the effects of backreaction due to f

are contained entirely in Φ2, thus, making the backreaction tractable.

This setup also allows us to study the effects of backreaction on boundary correlation

functions systematically. To see this, let us consider an operator Of , dual to the

scalar field f , in the boundary theory at ρ → 0. To compute correlators of f ,we

continue to the Euclidean time τ = it ; x ≡ −iτ + z = t+ z = x+ and x̄ ≡ iτ + z =

−(t− z) = −x− and regulate the boundary with a UV cutoff ρ = ε. Then using the

bulk equations (1.61) and ∇2f = 0 in SE = SEgrav + SEf , where the superscript E

stands for Euclidean, we get the onshell boundary action

SE = − 1

16πG2

∫
ε

dτ
(2

ε
−

2Φ2
bdy

ε

)
+

1

32πG2

∫
ε

dτ
√
γ nµf∂

µf . (1.70)

Adding the local counter-term Sct = 1
8πG2

∫
ε
dτ(1

ε
−Φ2

bdy

ε
) to cancel the divergent terms

(as ε → 0) in SE and using the outward normal nρ = −1
ρ
, we get the renormalized

onshell boundary action

Sren = − 1

32πG2

∫
dτf∂ρf . (1.71)

Using the bulk-to-boundary propagator K(ρ; τ, τ ′) = 1
2π

(
1

x+iτ ′
+ 1

x̄−iτ ′
)
, we get f in

terms of it’s non-normalizable mode j(τ) = limρ→0 f(τ, ρ) as f(τ, ρ) =
∫
dτ ′K(ρ; τ, τ ′)

j(τ ′). Substituting this f(τ, ρ) in Sren above gives

Sren[j] = − 1

32πG2

∫
dτdτ ′

1

(τ − τ ′)2
j(τ)j(τ ′) . (1.72)

This gives the 2-point function 〈Of (τ)Of (τ ′)〉 ∼
1

|τ − τ ′|2
for the boundary operator

Of of conformal dimension 1, which couples to j(τ). This result is correct in the
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IR AdS2 region since a massless scalar field f in the 2-dimensional bulk couples to

an operator of dimension 1 in the boundary theory.5 However, this behavior of the

2-point function continues in the UV regime since f does not couple to the dilaton

Φ2. This cannot be true since the backreaction of f breaks the conformal invariance

of the theory. This apparent inconsistency is because τ is not the correct time

coordinate in the boundary theory. We define the new boundary time coordinate

such that the asymptotic behavior of Φ2 is normalized to the sourceless asymptotic

(1.64). In order to do so, let us first note that in Euclidean coordinates, the corrected

solution for Φ2 due to the backreaction of f , is

Φ2 =
M

x+ x̄
=
M0 − (I + I∗)

x+ x̄
; I(x, x̄) =

1

2

∫
dx′(x′ + x̄)(x′ − x)∂x′f∂x′f ,

(1.73)

where M0 = a+x+ x̄ is a vacuum solution. Now, we define the new time coordinate

τ̃ in the boundary theory such that in the new coordinates (x̃ = ρ− iτ̃)

M

x+ x̄
≈ a

x̃+ ¯̃x
as ρ→ 0 . (1.74)

We take two infinitesimally separated Euclidean times in the boundary τ , τ ′ and τ̃ ,

τ̃ ′, which give, as ρ→ 0, x+x̄′ = −i(τ−τ ′) = −i∆τ and x̃+¯̃x′ = −i(τ̃− τ̃ ′) = −i∆τ̃ .

Then the normalization for Φ2 in (1.74), taken at infinitesimally separated Euclidean

times, implies the differential equation

∂τ̃

∂τ
=

a

M(τ)
. (1.75)

To solve this differential equation, let us first write the expression for the asymptotic

form of M(τ). From (1.73), using M0 = a+ x+ x̄ = a+ 2ρ→ a as ρ→ 0, we get

M(τ) = lim
ρ→0

(x+ x̄)Φ2 = a− lim
ρ→0

(I + I∗)

= a− lim
ρ→0

1

2

[ ∫
dx′(x′ + x̄)(x′ − x)∂x′f∂x′f +

+

∫
dx̄′(x̄′ + x)(x̄′ − x̄)∂x̄′f∂x̄′f

]
, (1.76)

5Using (1.10), the conformal dimension of the boundary operator which couples to a bulk

massless scalar field is ∆ = d
2 +

√
d2

4 +m2 = 1 for m = 0 and d = 1.
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which, upon substituting f =
∫
dτ ′K(ρ; τ, τ ′)j(τ ′) withK(ρ; τ, τ ′) = 1

2π

(
1

x+iτ ′
+ 1

x̄−iτ ′
)

gives

M(τ) = a+ 4

∫ ∞
−∞

dτ1dτ2H(τ, τ1, τ2)∂1j(τ1)∂2j(τ2) ;

H(τ, τ1, τ2) =
(τ − τ1)2θ(τ − τ1)− (τ − τ2)2θ(τ − τ2)

τ1 − τ2

, (1.77)

where ∂1j(τ1) = dj(τ1)
dτ1

, etc. Substituting M(τ) in (1.75) and integrating
∫
dτ̃ =∫

dτ a
M(τ)

, we get

τ̃ =

∫
dτ
(

1 +
4

a

∫ ∞
−∞

dτ1dτ2H(τ, τ1, τ2)∂1j(τ1)∂2j(τ2)
)−1

=

∫
dτ
(

1− 4

a

∫ ∞
−∞

dτ1dτ2H(τ, τ1, τ2)∂1j(τ1)∂2j(τ2) +O(j4)
)
. (1.78)

To find the transformation from τ to τ̃ , we invert the above solution τ̃(τ) and get

τ = τ̃ + γ(τ̃) +O(j̃4) ;

γ(τ̃) =
1

6πa

∫ ∞
−∞

dτ̃1dτ̃2
(τ̃ − τ̃1)3θ(τ̃ − τ̃1)− (τ̃ − τ̃2)3θ(τ̃ − τ̃2)

τ̃1 − τ̃2

∂1̃j̃(τ̃1)∂2̃j̃(τ̃2)

+O(j̃4) , (1.79)

where we have used that j̃(τ̃) = j(τ) under τ → τ̃ . Substituting (1.79) in (1.72), we

get the renormalized action in the new boundary time coordinate τ̃ as

Sren[j̃] = − 1

32πG2

∫ ∞
−∞

dτ̃dτ̃ ′
1

(τ̃ − τ̃ ′)2

(
1 + ∂τ̃γ(τ̃) + ∂τ̃ ′γ(τ̃ ′) (1.80)

−2
γ(τ̃)− γ(τ̃ ′)

τ̃ − τ̃ ′
)
j̃(τ̃)j̃(τ̃ ′) +O(j̃6) .

Using the holographic dictionary6 〈Of (τ̃1)Of (τ̃2)Of (τ̃3)Of (τ̃4)〉 ∼ δ4

δj̃(τ̃1)δj̃(τ̃2)δj̃(τ̃3)δj̃(τ̃4)

log〈e−Sren[j̃]〉
∣∣∣
j̃=0

, we get (from the terms ∂τ̃γ(τ̃), ∂τ̃ ′γ(τ̃ ′) and γ(τ̃)−γ(τ̃ ′)
τ̃−τ̃ ′ in (1.80)) the

6The generating functional for the connected correlation functions is W [j] = − logZ[j] =

− log(e−S
E
grav−S

E
f ) ≡ − log〈e−Sren[j]〉 .
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connected 4-point function

〈Of (τ̃1)Of (τ̃2)Of (τ̃3)Of (τ̃4)〉 ∼ 1

G2a

1

τ̃ 3
12τ̃

3
34

[
θ(τ̃13)(τ̃ 3

13 − 3τ̃ 2
13τ̃23 − 3τ̃13τ̃23τ̃34)

−θ(τ̃23)(τ̃ 3
23 − 3τ̃ 2

23τ̃13 − 3τ̃23τ̃13τ̃34)

−θ(τ̃14)(τ̃ 3
14 − 3τ̃ 2

14τ̃24 + 3τ̃14τ̃24τ̃34.)

+θ(τ̃24)(τ̃ 3
24 − 3τ̃ 2

24τ̃14 + 3τ̃24τ̃14τ̃34)
]
,(1.81)

where τ̃ij = τ̃i − τ̃j. The connected 4-point function scales as 1
τ̃3
ij

rather than 1
τ̃4
ij

,

which would be the case if the theory has full conformal symmetry. Thus, we see

the explicit breaking of the conformal invariance due to backreaction of the scalar

perturbation f . The connected and disconnected (which scales as 1
G2

2τ̃
4
ij

) pieces are

comparable when τ̃ ∼ a/G2 ∝ aV/GD, determining the scale where the conformal

behavior breaks down to be Ebreaking ∼ GD/aV . Here V is volume of the (D − 2)-

dimensional compact space X and GD is the Newton’s constant in D dimensions.

From the above analysis, we see that the AdS2 time coordinate t(u) becomes a

dynamical filed on the boundary. Its dynamics is captured by a Schwarzian derivative

action [36, 37, 38], which governs the boundary time reparametrizations modulo

global SL(2). We see how the Schwarzian action arises in the following subsection.

1.3.2 Symmetries and Schwarzian

A theory with pure AdS2 admits the full reparametrization symmetry of the time

coordinate. This reparametrization symmetry is an asymptotic symmetry and is

spontaneously broken by the AdS2 geometry, while keeping a global SL(2) unbroken.

The leading order correction away from the conformal limit (pure AdS2) breaks this

reparametrization symmetry explicitly. This correction describing the nearly-AdS2

(nAdS2) is governed by the Schwarzian derivative action which is invariant under

the unbroken SL(2). Let us see this pattern of symmetry breaking in some detail

below.

Consider pure (Euclidean) AdS2 with the Poincaré metric 7

ds2 =
L2

ρ2
(dτ 2 + dρ2) , (1.82)

which is a hyperbolic disk, and L is the AdS2 radius. In the asymptotic region i.e.

large ρ, we cut off the space along a trajectory given by (τ(u), ρ(u)) and parametrized

7In this subsection, we always consider Euclidean AdS2 with the Euclidean time τ = it.
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by the coordinate u. We impose the boundary condition on the metric as

L2 (τ ′2 + ρ′2)

ρ2
=
L2

ε2
= guu , (1.83)

where prime denotes derivative w.r.t. u i.e. τ ′ = dτ
du

and ε is the UV cutoff. This

boundary condition gives ρ = ετ ′ + O(ε3) implying that the boundary of the cutoff

region is described by τ(u) alone. Under a reparametrization u → ũ(u), the trans-

formation τ(u)→ τ̃(ũ) takes a given cutout geometry to another one, where the two

are locally same in the bulk but have distinct boundaries given by τ(u) and τ̃(ũ).

However, not all reparametrizations give distinct cutout geometries and the SL(2,R)

subgroup of transformations τ(u)→ aτ(u)+b
cτ(u)+d

, ad− bc = 1 give the same cutout geom-

etry. Thus, these cutouts of the Euclidean AdS2 described by τ(u) spontaneously

break the full reparametrization symmetry to SL(2,R) symmetry.

The transformations of τ(u) above under reparametrizations u→ ũ(u) form a sym-

metry of the action

I0 = − ϕ0

16πG2

(∫
d2x
√
gR+ 2

∫
bdy

√
γK
)
, (1.84)

where ϕ0 is a constant. This action is topological and typically arises as a back-

ground term in dimensional reductions from higher dimensional systems. Extremal

black holes and branes in these higher dimensional theories have AdS2 throat with

a constant dilaton ϕ0 as their near horizon geometry and the action I0 gives the ex-

tremal entropy SBH = ϕ0

4G2
(see e.g. sec. 3.1.1.2, in particular, the discussion around

(3.40), where we show this in some detail).

Next we include the leading effects which explicitly break the conformal symmetry

slightly. This slight breaking leads to the nAdS2 geometry, which is described by

the Jackiw-Teitelboim theory [112, 113]

IJT = − 1

16πG2

∫
d2x
√
g ϕ
(
R+

2

L2

)
− 1

8πG2

∫
bdy

√
γ ϕbdyK , (1.85)

where ϕ is the dilaton with ϕbdy its boundary value and ϕ � ϕ0. The equation of

motion for the dilaton, R + 2
L2 = 0 fixes the metric to be AdS2. In 2-dimensions,

the Einstein tensor vanishes identically and Einstein’s equations become

T (ϕ)
µν =

1

8πG2

(∇µ∇νϕ− gµν∇2ϕ+ gµνϕ) = 0 , (1.86)

whose general solution is ϕ = α+γτ+δ(τ2+ρ2)
ρ

.
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Now let us analyze the JT action. We solve only the dilaton equation, which gives

that the background is AdS2. We do not solve the Einstein equation (1.86), but

motivated by the general solution for ϕ above and also from (1.64), we impose the

boundary condition on ϕ as

ϕbdy =
ϕr(u)

ε
, (1.87)

where ϕr(u) is finite at the boundary (as ε→ 0). Using the AdS2 solution, the bulk

part of the JT action vanishes and IJT reduces to the Gibbons-Hawking bound-

ary action. We take the boundary to be given by (τ(u), ρ(u)) and impose the

boundary conditions (1.83) on the metric and (1.87) on the dilaton, which gives

IJT = − 1
8πG2

∫
duL

ε
ϕr(u)
ε

K. Evaluating K, expanding in ε and dropping the diver-

gent terms (as ε→ 0, which can be done by adding a suitable counter-term), we get

from the O(ε2) term

IJT → ISch = − 1

8πG2

∫
duϕr(u)Sch(τ(u), u) ; Sch(τ(u), u) =

τ ′′′

τ ′′
− 3

2

(τ ′′)2

(τ ′)2
.

(1.88)

We have worked out the details of this calculation in Appendix B.2. Thus the

leading correction which breaks the exact conformal symmetry slightly, achieved by

the taking the non-constant dilaton, is governed by the Schwarzian derivative action

for the reparametrizations.

The equation of motion obtained by varying the Schwarzian action ISch with respect

to τ(u) is [
1

τ ′

(
(τ ′ ϕr)

′

τ ′

)′ ]′
= 0 . (1.89)

For constant ϕr = ϕ̄r, the Schwarzian equation of motion reduces to ϕ̄r
τ ′

(Sch(τ(u), u))′

= 0. So for non-trivial functions τ(u) i.e. τ ′ 6= 0, the Schwarzian equation of motion

becomes (Sch(τ(u), u))′ = 0 giving Sch(τ(u), u) = constant.

We take ϕr = ϕ̄r to be constant and perform a transformation τ(u) = tan τ̃(u)
2

.

τ̃(u) = 2π
β
u gives a constant Schwarzian and thus is a solution to the Schwarzian

equation of motion. It describes thermal AdS2 with temperature T = 1
β
. Evaluating

the Schwarzian action on this solution gives ISch = −2π2CT , with C ≡ ϕ̄r
8πG2

and

leads to the near-extremal correction to the entropy ∆S = 4π2CT .
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Coupling to matter and chaos

We couple the JT theory (i.e. the Schwarzian action) to matter and compute corre-

lation functions for the dual operators in the boundary theory. We see that the cor-

rection to the out of time order 4-point function shows chaotic behaviour [36, 37, 38].

Let us consider a massive scalar field coupled minimally to the JT theory (1.85),

Im =

∫
d2x

√
g

2
[ ∂µχ∂

µχ+m2χ2 ] . (1.90)

Due to the minimal coupling, the dilaton equation is unchanged and gives the back-

ground to be AdS2. However, it modifies the Einstein’s equation (1.86) and thus

couples to gravity non-trivially :

T (ϕ)
µν + T (m)

µν = 0 ; T (m)
µν = ∂µχ∂νχ−

gµν
2

(∂χ)2 − gµν
2
m2χ2 . (1.91)

Solving the equation of motion (∇2 −m2)χ = 0, which follows from (1.90), in the

AdS2 background, the asymptotic behaviour of the solution is

χ = ρ1−∆χ̃r(τ) + · · · , ∆ =
1 +
√

1 + 4m2L2

2
, (1.92)

where the non-normalizable mode χ̃r(τ) acts as a source for the boundary operator

Oχ of dimension ∆. The onshell boundary action is

Im = −c0

∫
dτ1dτ2

χ̃r(τ1)χ̃r(τ2)

|τ1 − τ2|2∆
, c0 =

∆Γ(∆)√
πΓ(∆− 1

2
)
. (1.93)

This is a standard result for a 2-point function of an operator of conformal weight

∆ in a CFT , suggesting that the boundary theory has the full conformal symmetry.

However, τ is the bulk time coordinate and we should be using the correct boundary

time u. Taking the boundary given by (τ(u), ρ(u)) with ρ = ετ ′, the asymptotic

behaviour of χ is

χ = ε1−∆χr(u) + · · · ; χr(u) = τ ′(u)1−∆χ̃r(τ) . (1.94)

Then the onshell boundary action on the boundary given by (τ(u), ρ(u)) is

Im = −c0

∫
du1du2

[ τ ′(u1)τ ′(u2)

(τ(u1)− τ(u2))2

]∆

χr(u1)χr(u2) , (1.95)

showing corrections to the 2-point function owing to the background being nearly-

AdS2 with broken conformal symmetry. The boundary partition function to leading
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order in G2 is Z[χr] ≈ e−I0−ISch−Im .

From the above analysis, we have ISch ∼ G−1
2 and Im ∼ ∆3/2 for large ∆. So as long

as ∆ grows slower than G
−2/3
2 , the backreaction of χ is suppressed and the saddle

of Z[χr] i.e. the solution τ(u) is evaluated with the Schwarzian action alone. In the

strict G2 → 0 limit, the only non-zero connected correlator of the operator V dual

to χ is

〈V (u1)V (u2)〉 ∼
[ τ ′(u1)τ ′(u2)

(τ(u1)− τ(u2))2

]∆

. (1.96)

Now let us consider the gravitational loop corrections coming from τ(u). To com-

pute these corrections, we recourse to perturbation theory by expanding around the

thermal saddle (with β = 2π)

τ(u) = tan
(u+ ε(u)

2

)
, (1.97)

which upon substitution in the Schwarzian action gives I
(ε)
Sch = −C

2

∫
du(ε′2−ε′′) and

leads to

〈ε(u1)ε(u2)〉 =
1

2πC

[
−(|u1 − u2| − π)2

2
+(|u1−u2|−π) sin |u1−u2|+a+b cos |u1−u2|

]
,

(1.98)

where a and b are constants8. With the perturbed τ(u) above, we get

[ τ ′(u1)τ ′(u2)

(τ(u1)− τ(u2))2

]∆

=
1

(2 sin u12

2
)2∆

(
1 + B(u1, u2) + C(u1, u2) +O(ε3)

)
, (1.99)

where u12 = u1 − u2, C(u1, u2) ∼ O(ε2) and

B(u1, u2) = ∆

(
ε′(u1) + ε′(u2)− (ε(u1)− ε(u2))

tan u12

2

)
. (1.100)

Expanding the exponential in the partition function Z[χr] and taking the expectation

value in the linearized Schwarzian theory (I
(ε)
Sch), we get the generator of connected

8a = 1 + π2

6 and b = 5
2 [36, 143].
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correlators, from the terms quadratic in ε, as9

log〈e−Im〉 = c0

∫
du1du2

χr(u1)χr(u2)

(2 sin u12

2
)2∆

[1 + 〈C(u1, u2)〉]

+
c2

0

2

∫
du1du2du3du4

χr(u1)χr(u2)χr(u3)χr(u4)

(2 sin u12

2
)2∆(2 sin u34

2
)2∆

[1 + 〈C(u1, u2)〉

+〈C(u3, u4)〉+ 〈B(u1, u2)B(u3, u4)〉]

+O(G2
2) . (1.101)

With an anticipation of the chaotic behaviour, which is seen through an out-of-time-

order correlator of two operators at different times [127, 128], we consider coupling

two scalar fields χ(1) and χ(2) having the same mass to the JT theory. Then proceed-

ing with the same calculation as above, we get the generator of connected correlators

as log〈e−I
(1)
m −I

(2)
m 〉 = 〈I(1)

m 〉 + 〈I(2)
m 〉 + 〈(I(1)

m +I
(2)
m )2〉

2
+ · · · . With V and W as operators

dual to χ(1) and χ(2), we compute the following 4-point function

FV1V2W3W4 ≡
〈V (u1)V (u2)W (u3)W (u4)〉 − 〈V (u1)V (u2)〉〈W (u3)W (u4)〉

〈V (u1)V (u2)〉〈W (u3)W (u4)〉
= 〈B(u1, u2)B(u3, u4)〉 . (1.102)

Using (1.100), we get

FV1V2W3W4 = ∆2
[
〈ε′1ε′3〉+ 〈ε′1ε′4〉+ 〈ε′2ε′3〉+ 〈ε′2ε′4〉

+
1

tan u12

2

(
− 〈ε1ε

′
3〉 − 〈ε1ε

′
4〉+ 〈ε2ε

′
3〉+ 〈ε2ε

′
4〉
)

+
1

tan u34

2

(
− 〈ε′1ε3〉+ 〈ε′1ε4〉 − 〈ε′2ε3〉+ 〈ε′2ε4〉

)
(1.103)

+
1

tan u12

2
tan u34

2

(
〈ε1ε3〉 − 〈ε1ε4〉 − 〈ε2ε3〉+ 〈ε2ε4〉

)]
,

where ε′1 ≡ ε′(u1), etc. Now let us first consider the ordering u1 > u2 > u3 > u4 for

the Euclidean times. Using (1.98) followed by a straightforward simplification gives

FV1V2W3W4 =
∆2

2πC

( u12

tan u12

2

− 2
)( u34

tan u34

2

− 2
)
. (1.104)

Now let us consider a different ordering u1 > u3 > u2 > u4. For this ordering, the

only terms that are different in (1.103) than those for the ordering u1 > u2 > u3 > u4

are the terms involving contractions of ε(u2) and ε(u3), and their derivatives. Then

9Z[χr] ≈ e−I0−I
(ε)
Sch−Im ≡ 〈e−Im〉(ε) = 〈1− Im+ · · ·〉(ε). The generating functional for connected

correlators is W [χr] = − logZ[χr] ≈ − log〈1− Im〉(ε) = 〈Im〉(ε) +
〈I2

m〉(ε)

2 + · · · .
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adding and subtracting these contractions between ε(u2) and ε(u3), we get

FV1W3V2W4 = FV1V2W3W4 + ∆2
[
〈ε′2ε′3〉(32) − 〈ε′2ε′3〉(23) +

〈ε2ε
′
3〉(32) − 〈ε2ε

′
3〉(23)

tan u12

2

−
〈ε′2ε3〉(32) − 〈ε′2ε3〉(23)

tan u34

2

−
〈ε2ε3〉(32) − 〈ε2ε3〉(23)

tan u12

2
tan u34

2

]
, (1.105)

where the subscripts (23) and (32) denote the orderings u2 > u3 and u3 > u2

respectively. Then a straightforward simplification using (1.98) gives

FV1W3V2W4 = FV1V2W3W4 +
∆2

C

[sin(u12+u34

2
)− sin(u14+u23

2
)

sin u12

2
sin u34

2

+
u23

tan u12

2
tan u34

2

]
. (1.106)

Now restoring the temperature by rescaling ui → 2π
β
ui, continuing to the Lorentzian

time u = iû and choosing û1 = a, û2 = 0, û3 = b + û, û4 = û such that β
2π
� û �

β
2π

log C
β

, we get the out-of-time-order 4-point function

FV1̂W3̂V2̂W4̂
∼ β∆2

C
e

2π
β
û , (1.107)

where a, b ∼ β. Thus, we see that the out-of-time-order correlator FV1̂W3̂V2̂W4̂
grows

exponentially at a rate 2π
β

. This is a chaotic behaviour with the Lyapunov exponent

λL = 2π
β

saturating the chaos bound [127, 128].

The description of nAdS2 by the Schwarzian action and the saturation of the chaos

bound discussed above are also obtained in [37], with the effective action as the

Schwarzian coupled to a conformal quantum mechanics. Further, it is shown that

this effective action is that of a hydrodynamics, using the classification of [129].

1.3.3 The SYK model

The various aspects of nAdS2 discussed above are related to parallel studies in the

Sachdev-Ye-Kitaev (SYK) model [40, 41], discussed more recently in e.g. [130, 131,

132] and related SYK/tensor models e.g. [133, 134, 135, 136, 137, 138, 139, 140, 141,

142]. Here we state a few properties of the SYK model showing connections with

the nAdS2 dynamics above. A detailed discussion on various aspects of the SYK

and tensor models is given in [143, 144].

The SYK model is a quantum mechanical model of interacting Majorana fermions

with the Hamiltonian H =
∑N

i,j,k,l=1 Jijklψ
iψjψkψl. Jijkl is an all-to-all random

coupling drawn from a Gaussian distribution with mean µ = 0 and variance σ =
√

3!J
N3/2 .
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The generalization to q-body interaction has variance σ ∝ J

N
q−1

2
. In the largeN limit,

at low energies, the SYK model exhibits an emergent reparametrization symmetry

t→ f(t). This reparametrization symmetry is spontaneously broken by the vacuum

to SL(2,R). The deformation away from the strict IR breaks the reparmetrization

symmetry explicitly and is governed by the Schwarzian derivative action for t(u).

This symmetry breaking pattern with the appearance of the Schwarzian is similar to

that in the JT theory describing the nAdS2 dynamics. The SYK model also shows

chaotic behaviour in parallel to the JT theory.





Chapter 2

Shear diffusion in hyperscaling

violating Lifshitz theories

Understanding hydrodynamic behaviour in the nonrelativistic gauge/gravity dual-

ities, which we briefly reviewed in Sec. 1.2, is of great interest: see e.g. [145, 146,

147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160] for previous and

recent investigations. In [161], we had studied the shear diffusion constant in certain

hyperscaling violating Lifshitz theories by obtaining it as the coefficient of the diffu-

sion equation satisfied by certain near horizon metric perturbations. This approach

in [161] to studying hydrodynamics and viscosity has been somewhat different, and

based on Kovtun, Son, Starinets [162]. They observed that metric perturbations

governing diffusive shear and charge modes in the near horizon region of the dual

black branes of relevance simplify allowing a systematic expansion. This results in a

diffusion equation for these shear modes on a stretched horizon, with universal be-

haviour for the diffusion constant, thereby leading to the viscosity bound [16]. This

is akin to the membrane paradigm [163] for black branes, the horizon exhibiting dif-

fusive properties. This approach is based simply on the fact that near horizon metric

perturbations lead to a diffusion equation: thus it does not rely on any holographic

duality per se. It is of course consistent with holographic results e.g. [164, 49] (see

e.g. [17] for a review of these aspects of hydrodynamics).

In [161], we adapted the membrane-paradigm-like analysis of [162] and studied the

shear diffusion constant in bulk (d + 1)-dimensional hyperscaling violating theories

(2.7) with z, θ exponents. Specifically the diffusion of shear gravitational modes on

a stretched horizon is mapped to charge diffusion in an auxiliary theory obtained

by compactifying one of the di = d − 1 boundary spatial dimensions exhibiting

33
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translation invariance. This gives a near horizon expansion for perturbations with

modifications involving z, θ. For generic exponents with d − z − θ > −1, we found

the shear diffusion constant to be

D =
1

d− z − θ + 1

( 4π

d+ z − θ − 1

) z−2
z
T
z−2
z , (2.1)

i.e. power-law scaling with the temperature T ∼ rz0. Studying various special cases

motivated the guess

η

s
=

(d− z − θ + 1)

4π

( 4π

d+ z − θ − 1

) 2−z
z
T

2−z
z =

1

4π
, (2.2)

suggesting that η
s

has universal behaviour. The condition z < 2+di−θ representing

this universal sector appears related to requiring standard quantization from the

point of view of holography. When the exponents satisfy d − z − θ = −1, the

diffusion constant exhibits logarithmic behaviour, suggesting a breakdown of some

sort in this analysis. The exponents arising in null reductions of AdS plane waves

or highly boosted black branes [99, 101, 100] satisfy this condition, which can be

written as z = 2 + deff .

The analysis above arose solely from perturbations in the metric sector. In the-

ories with a gauge field, the near-horizon diffusion equation analysis above must

be extended to also include the gauge field sector which mixes with some of the

metric perturbations. The resulting story is somewhat more intricate, both calcu-

lationally and conceptually, and is the subject of this chapter. To give a flavour of

this, it is worth describing the analysis above in a little more detail. Shear grav-

itational perturbations hxy, hty, satisfy the diffusion equation in the near-horizon

region within certain approximations, as stated earlier: they are mapped to U(1)

gauge field modes Ax,At upon compactifying the y-direction which enjoys transla-

tion invariance. Near horizon membrane currents can be appropriately defined in

terms of the field strengths for this gauge field Aµ = (At,Ax), which then can be

shown to satisfy Fick’s law jx = −D∂xjt, which in turn using current conservation

leads to the diffusion equation ∂tj
t = D∂2

xj
t, valid within a self-consistent set of

approximations imposed near horizon. In terms of the original linearized Einstein

equations for metric perturbations (without this y-compactification), the diffusion

equation stems from one of the Einstein equations, which is essentially a conserva-

tion equation schematically of the form ∂x(∂r(#hxy)) ∼ #∂t(∂r(#hty)) where the #

are r-dependent factors. The other linearized Einstein equations are coupled second

order equations for hty, hxy. In the case where the hyperscaling violating Lifshitz
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theory has a background gauge field AM , it turns out that the hty metric pertur-

bation mixes with the gauge field component ay. The resulting Einstein equations

along with the gauge field equation are coupled equations for hxy, hty, ay (with the

other modes decoupling for modes respecting the y-compactification ansatz), and at

first sight they do not reveal any such diffusion-equation-type structure.

Towards understanding this better, it is important to note that the hyperscaling

violating Lifshitz black branes here are not charged black branes: the gauge field

and scalar here simply serve as sources that support the nonrelativistic metric as a

solution to the gravity theory. Using intuition from the fluid-gravity correspondence

[165], the fact that these are uncharged black branes means that the near-horizon

perturbations are effectively characterized simply by local temperature and velocity

fluctuations. Thus since charge cannot enter as an extra variable characterizing the

near-horizon region, the structure of the diffusion equation and the diffusion constant

should not be dramatically altered by the presence of the gauge field. In light of this

intuition, a closer look reveals that the relevant component of the Einstein equation

is of the form ∂x(∂r(#hxy)) ∼ #∂t(∂r(#hty))− ∂t(#ay). This naively suggests that

perhaps the correct field variable in terms of which the Einstein equation can be

recast as a diffusion equation is in fact h̃ty ≡ hty −
∫

#aydr. Analyzing this in

greater detail shows that this essential logic is consistent, and thereby leads to a

generalization of the analysis in [161] mapping shear diffusion to charge diffusion

after y-compactification. This results in the same expression for the shear diffusion

constant but obtained using the leading near-horizon expressions for h̃xy ≡ hxy and

h̃ty ≡ hty −
∫

#aydr.

In this chapter, which is based on [166], we analyze the shear diffusion constant

in hyperscaling violating Lifshitz spacetime with the metric perturbations coupled

to gauge field perturbations. In sec. 2.1, we briefly review the hyperscaling vio-

lating Lifshitz background as a solution to the Einstein-Maxwell-scalar action. In

sec. 2.2, we discuss the perturbations in the general hyperscaling violating Lifshitz

background incorporating the gauge field perturbations as well. We then describe

the various modifications in terms of the new field variables leading to the diffusion

equation and thereby the shear diffusion constant. Sec. 2.3 has a Discussion. The

Appendices A.1 and A.2 provide various technical details.
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2.1 Hyperscaling violating Lifshitz spacetime

Consider an Einstein-Maxwell-scalar action in (d+ 1)-dimensions

S =
1

16πGd+1

∫
dd+1x

√
−g
[
R− 1

2
∂MΨ∂MΨ− Z(Ψ)

4
FMNF

MN + V (Ψ)

]
,

Z(Ψ) = eλΨ , V (Ψ) = V0e
−γΨ , (2.3)

whose variations with respect to the fields gMN , Ψ and AM give the field equations

RMN −
1

2
∂MΨ∂NΨ + gMN

V (Ψ)

d− 1
− Z(Ψ)

2

(
FMPF

P
N −

gMN

2(d− 1)
F 2
)

= 0 , (2.4)

∇M(Z(Ψ)FMN) = 0 , (2.5)

1√
−g

∂M(
√
−ggMN∂NΨ) +

∂V (Ψ)

∂Ψ
− 1

4

∂Z(Ψ)

∂Ψ
F 2 = 0 , (2.6)

where F 2 = FMNF
MN = gMPgNQFMNFNQ and FMPF

P
N = gPQFMPFNQ. These

equations admit a hyperscaling violating Lifshitz (hvLif) solution at a finite temper-

ature given by

ds2 = r2θ/di
(
− f(r)

r2z
dt2 +

dr2

r2f(r)
+

∑di
i=1 dx

2
i

r2

)
, f(r) = 1− (r0r)

d+z−θ−1 ,

eΨ = r
√

2(di−θ)(z−θ/di−1) , (2.7)

At =
αf(r)

rdi+z−θ
, Frt =

−α(di + z − θ)
rdi+z−θ+1

,

where

γ =
2θ/di√

2(di − θ)(z − θ/di − 1)
, V0 = (di + z − θ)(di + z − θ − 1) ,

α = −

√
2(z − 1)

di + z − θ
, λ =

2θ/di + 2di − 2θ√
2(di − θ)(z − θ/di − 1)

(2.8)

and our coordinates are such that r → 0 is the boundary and r = 1
r0

, the horizon.

The temperature of the dual field theory (i.e. the Hawking temperature of the hvLif

black brane) is

T =
(d+ z − θ − 1)

4π
rz0 . (2.9)

Here di = d− 1 is the boundary spatial dimension while deff = di− θ is the effective

spatial dimension governing various properties of these theories, for instance the

entropy density s ∼ T deff/z. The null energy conditions following from (2.7), for two

null vectors with one having components along (t, r) directions and the other having
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components along (t, xi) directions, constrain the exponents, giving

(d− 1− θ)
(
(d− 1)(z − 1)− θ

)
≥ 0 , (z − 1)(d− 1 + z − θ) ≥ 0 . (2.10)

The second null energy condition above naively suggests that d + z − θ − 1 = 0 is

allowed. However, the exponents satisfying d + z − θ − 1 = 0 are not physically

allowed as they do not correspond to stable hvLif black brane solutions. This can

be seen, for example, through the violation of positivity of the specific heat, which

requires d−1−θ
z
≥ 0. For d + z − θ − 1 = 0, we get d−1−θ

z
= −z

z
= −1 violating

the positivity of the specific heat. Thus the second null energy condition in (2.10)

implies z ≥ 1 and d+ z − θ − 1 > 0, giving a finite Hawking temperature (2.9).

2.2 Perturbations to hyperscaling violating space-

time

We turn on generalized gravitational, gauge field and scalar field perturbations

hMN(xa, r), aM(xa, r) and ψ(xa, r) where xa = (t, xi) for a = 0, 1, . . . , di denotes

all the boundary coordinates collectively. Later, we will make a certain gauge choice

(radial gauge) for the perturbations in order to simplify our calculations. At the

linearized level, the Einstein’s equations (2.4) are given by

R(1)
MN =

1

2
∂MΨ∂Nψ +

1

2
∂Mψ∂NΨ− V

2
(hMN − gMN γ ψ)

+
Z

2

[
gPQFMPfNQ + gPQfMPFNQ − hPQFMPFNQ + λψFMPF

P
N

]
(2.11)

−Z
[

1

4
gMN(FPQf

PQ − gPαhQβFPQFαβ) +
1

8
hMNF

2 +
1

8
λψgMNF

2

]
,

where

R(1)
MN =

1

2
[∇P∇Nh

P
M +∇P∇Mh

P
N −∇P∇PhMN −∇N∇Mh] ;

fMN = ∂MaN − ∂NaM ; h = gMNhMN .
(2.12)

Similarly, the Maxwell’s equations (2.5) upto linearized order give

∇M(Z fMN)−∇M(Z hMPF N
P )− Z(∇Mh

NQ)FM
Q

+
1

2
(∇Mh)Z FMN + λZ FMN∂Mψ = 0 . (2.13)
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Finally, the linearized scalar field equation is

1√
−g

∂M(
√
−ggMN∂Nψ)− 1√

−g
∂M(
√
−ghMN∂NΨ) +

1

2
gMN∂NΨ∂Mh+ V γ2ψ

− λZ

4
(2FMNf

MN − 2gMPhNQFMNFPQ + λψF 2) = 0 .

(2.14)

In the linearized field equations (2.11), (2.12), (2.13), (2.14), all indices are raised

with respect to the background metric (2.7). For the sake of simplicity our subse-

quent analysis will be for d = 3 (i.e. di = 2) but we expect this procedure can be

generalized for higher dimensions.

2.2.1 Perturbations to hyperscaling violating spacetime in

4 dimensions (d = 3)

In the presence of a background gauge field, the perturbations in the metric sector

hxy and hty couple to the perturbation to the background gauge field ay. In the radial

gauge (i.e. hMr = 0) assuming perturbations of the form hMN = e−iωt+iqxhMN(r),

the coupled set of equations governing hty, hxy and ay become

∂r(r
5−z−θf∂ray) +

ω2

f
r3+z−θay − q2r5−z−θay − k∂r(r2−θhty) = 0 , (2.15)

∂r(r
z+θ−3∂r(r

2−θhty))−
rz+θ−3

f
q(ωr2−θhxy + qr2−θhty)− k∂ray = 0 , (2.16)

∂r(r
−1−z+θf∂r(r

2−θhxy)) +
rz+θ−3

f
ω(ωr2−θhxy + qr2−θhty) = 0 , (2.17)

q∂r(r
2−θhxy) +

ω

f
r2z−2∂r(r

2−θhty)− k
ω

f
rz−θ+1ay = 0 , (2.18)

where

k = (2 + z − θ)α , α = −
√

2(z − 1)

2 + z − θ
. (2.19)

Note that the last equation (2.18) is a constraint equation in r which we will even-

tually use to map to Fick’s Law. Now we will further assume that the solutions

to the perturbations hxy, hty and ay can be expanded as a series in q2

T 2/z which we
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schematically write as
hty(t, x, r)

hxy(t, x, r)

ay(t, x, r)

 ≡

h

(0)
ty (t, x, r)

h
(0)
xy (t, x, r)

a
(0)
y (t, x, r)

+


h

(1)
ty (t, x, r)

h
(1)
xy (t, x, r)

a
(1)
y (t, x, r)

+ · · · ,


h

(1)
ty (t, x, r)

h
(1)
xy (t, x, r)

a
(1)
y (t, x, r)

 = O

(
q2

T 2/z

)
. (2.20)

Subsequently we will show that this formalism is indeed consistent with the proposed

series ansatz. Compactifying the y-direction, the fields in the effective 3-dimensional

theory and the 4-dimensional hyperscaling violating theory are related as

At = r2−θhty , Ax = r2−θhxy , χ = ay , g̃µν = rθ−2gµν , (2.21)

and

Fµν = ∂µAν − ∂νAµ, Z = r4−θ, e2σ = gyy = rθ−2 , (2.22)

where the indices µ, ν take values in (t, xi, r) excluding y and g̃µν is the 3-dimensional

metric. In terms of the fields defined above, (2.16), (2.17) and (2.18) take the form√
−g̃e4σg̃ttg̃xx∂xFtx + ∂r(

√
−g̃e4σg̃rrg̃ttFtr) =

√
−g̃e2σZF rt∂rχ , (2.23)√

−g̃e4σg̃ttg̃xx∂tFtx + ∂r(
√
−g̃e4σg̃rrg̃xxFrx) = 0 , (2.24)

g̃tt∂tFtr + g̃xx∂xFxr = e−2σg̃rrZF
rt∂tχ . (2.25)

The perturbation to the background gauge field ay becomes an effective scalar field

χ in the lower dimensional theory whose equation of motion is given by

− r3+z−θ

f
∂2
t χ+ r5−z−θ∂2

xχ+ ∂r(r
5−z−θf ∂rχ)− kFrt = 0 . (2.26)

The equations (2.23), (2.24), (2.25) and (2.26) can be derived by compactifying (2.3)

along y and varying the effective lower dimensional action with respect Aµ and χ as

detailed in A.1. The field strengths also satisfy the Bianchi identity

∂tFrx + ∂xFtr − ∂rFtx = 0 , (2.27)

which is a trivial relation in the higher dimensional theory.
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Like the case of gravity-scalar theory with no gauge field analyzed in [161], we could

define the horizon currents as jν = nµFµν . However, unlike the case of gravity-

scalar theory where the Einstein’s equation corresponding to (2.18) with ay = 0

was mapped to Fick’s Law in the y-compactified theory, we do not observe such a

structure for (2.18). In the presence of a background gauge field, the behaviour of the

perturbations hty and ay is expected to be different than that in the gravity-scalar

theory in [161] since even in the q = Γ = 0 sector, they are coupled. The equations

governing them follow from (2.15) and (2.16),

∂r(r
5−z−θf∂ray)−k∂r(r2−θhty) = 0 , ∂r(r

z+θ−3∂r(r
2−θhty))−k∂ray = 0 . (2.28)

From the expression for the diffusion constant (2.67) i.e. D ∼ rz−1
0

Ãt
F̃rt
|r∼rh (we will

derive this shortly), one might expect that the detailed solutions to (2.28) is required

to compute D. This is a system of two second-order coupled differential equations:

eliminating ay gives a 3rd order differential equation for hty, and likewise eliminating

hty leads to a 3rd order equation for ay. Thus we have 3 independent solutions for

each of the functions hty and ay. These solutions can be found explicitly but we

relegate discussing them in detail to Appendix A.2, since it turns out interestingly

that the diffusion analysis that follows does not depend in detail on them.

In this regard, it is important to note that the hyperscaling violating Lifshitz black

branes here are not charged: the gauge field and scalar here simply serve as sources

that support the nonrelativistic metric as a solution to the gravity theory. Using

intuition from the fluid-gravity correspondence [165], the fact that these are un-

charged black branes means that the near-horizon perturbations must effectively be

characterized simply by local temperature and velocity fluctuations. Charge cannot

enter as an extra variable characterizing the near-horizon region. Thus the struc-

ture of the diffusion equation and the diffusion constant should not be dramatically

altered by the presence of the gauge field, although the gauge field perturbation ay

is not “subleading” to the hty perturbation in any sense, from (2.28), and also the

linearized Einstein equations (2.15)-(2.18).

Armed with this intuition, looking closer, we see that we can rearrange (2.18) to

write

q∂r(r
2−θhxy) +

ω

f
r2z−2∂r

(
r2−θhty − k

∫ r

rc

ds s3−z−θay

)
= 0 . (2.29)
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In terms of a new field variable

r2−θh̃ty = r2−θhty − k
∫ r

rc

ds s3−z−θay , (2.30)

the above Einstein equation can be written as

q∂r(r
2−θhxy) +

ω

f
r2z−2∂r(r

2−θh̃ty) = 0 , (2.31)

which can now be mapped to a Fick’s law in the y-compactified theory with ap-

propriately defined horizon currents jµ, as we will see in the following analysis. At

the boundary r = rc ∼ 0, we impose the boundary conditions that these pertur-

bations vanish. This in turn motivates a redefinition to new field variables in the

y-compactified theory as

Ãt = At − k
∫ r

rc

ds s3−z−θχ ,

Ãx = Ax .
(2.32)

For the new gauge field variables Ãt and Ãx, we define the field strengths F̃rt and

F̃tx as (in radial gauge Ãr = Ar = 0)

F̃rt = Frt − kr3−z−θχ , F̃tx = ∂tAx − ∂xÃt , F̃rx = Frx = ∂rAx . (2.33)

In terms of the newly defined field strengths, the Maxwell’s Equations (2.23)-(2.25),

Bianchi identity (2.27) and the equation of motion for χ (2.26) become

∂r(r
z+θ−3F̃rt)−

rz+θ−3

f
∂x

(
F̃tx − k

∫ r

rc

ds s3−z−θ∂xχ

)
= 0 , (2.34)

∂r(r
−1−z+θfFrx)−

rz+θ−3

f
∂t

(
F̃tx − k

∫ r

rc

ds s3−z−θ∂xχ

)
= 0 , (2.35)

∂tF̃rt − r2−2zf∂xFrx = 0 , (2.36)

∂tFrx + ∂xF̃tr − ∂rF̃tx = 0 , (2.37)

∂r(r
5−z−θf∂rχ)− k2r3−z−θχ− r3+z−θ

f
∂2
t χ+ r5−z−θ∂2

xχ− kF̃rt = 0 . (2.38)

Differentiating (2.36) w.r.t. t we can eliminate Frx using the Bianchi Identity (2.37)

to get the following equation

∂2
t F̃tr + r2−2zf∂x(−∂xF̃tr + ∂rF̃tx) = 0 . (2.39)

In the the near horizon region approximating the thermal factor as f(r) ≈ (2 + z −
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θ) (1/r0)−r
1/r0

and parametrizing the frequency as ω = −iΓ for some positive Γ so that

the perturbations decay in time, (2.39) can be written as(
1 + (2 + z − θ)r2z−2

0

q2

Γ2
·

1
r0
− r
1
r0

)
F̃tr ≈ −(2+z−θ)r2z−2

0

iq

Γ2
·

1
r0
− r
1
r0

∂rF̃tx . (2.40)

Assuming
1
r0
− r
1
r0

� Γ2

q2r2z−2
0

, (2.41)

we differentiate both sides w.r.t. x and approximate (2.40) further

∂xF̃tr ≈ (2 + z − θ)q
2r2z−2

0

Γ2
·

1
r0
− r
1
r0

∂rF̃tx ≡ ε(2 + z − θ)∂rF̃tx , (2.42)

where

ε =
q2

Γ2
r2z−2

0 ·
1
r0
− r
1
r0

� 1 , (2.43)

which is essentially implied by (2.41). In other words, we have

∂xF̃tr � ∂rF̃tx , (2.44)

which in turn simplifies the Bianchi Identity to

∂tFrx = ∂xF̃rt + ∂rF̃tx ∼ ∂rF̃tx . (2.45)

Differentiating (2.35) w.r.t t we get

∂r(r
θ−z−1f∂tFrx)−

rz+θ−3

f
∂2
t F̃tx + k

rz+θ−3

f

∫ r

rc

s3−z−θ · ∂2
t ∂xχ(s) ds = 0 . (2.46)

Using the approximate Bianchi identity (2.45), to substitute for Frx and then multi-

plying throughout with − f
rz+θ−3 we get a sourced wave equation for the field strength

Ftx

∂2
t F̃tx − ν2

(
1

r0

− r
)
∂r

((
1

r0

− r
)
∂rF̃tx

)
≈ k

∫ r

rc

s3−z−θ · ∂2
t ∂xχ(s)ds , (2.47)

where ν is given by

ν = (2 + z − θ)rz0 . (2.48)

Likewise for the scalar equation of motion (2.38), using the approximation (2.41)

we can drop the term involving ∂2
xχ compared to the other terms: thus in the near
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horizon regime we obtain that in

∂2
t χ− ν2

( 1

r0

− r
)
∂r

(( 1

r0

− r
)
∂rχ
)

+
ν2k2r0

2 + z − θ

( 1

r0

− r
)
χ = −νkr4−θ

0

( 1

r0

− r
)
F̃rt ,

(2.49)

the first term is sub-dominant than the third term by a factor of Γ2

1
r0
−r � 1. Thus

the leading order behaviour for the scalar field χ can simply be estimated as

χ(0) ≈ −2 + z − θ
νk

r3−θ
0 F̃ (0)

rt , (2.50)

where the superscript (0) is the leading order behaviour of the field χ at q = Γ = 0

since we have explicitly dropped the subleading derivative terms. Now, in the near

horizon regime, we can use (2.42) to find ∂xχ
(0) ∼ ∂xF̃ (0)

tr ∼ ε∂rF̃ (0)
tx . Using this, we

can estimate the right hand side of (2.47) as

k

∫ r

rc

s3−z−θ ·∂2
t ∂xχ(s)ds ≈ k

∫ r

rc

rz+θ−3
0 ∂2

t ∂xχ ∼ ∂2
t

∫ r

rc

ε ∂sF̃txds ∼ ε ·∂2
t F̃tx . (2.51)

What this means is that while the gauge field perturbation ay (or χ) is not subleading

to hty (or At), once we incorporate its effects in terms of the variable h̃ty (or Ãt) the

remaining contributions are in fact subleading, as we see here in (2.51).

The above estimate implies that upto leading order, (2.47) is in fact a source free

wave equation whose ingoing solution is

F̃tx = f1

(
t+

1

ν
log

(
1

r0

− r
))

, (2.52)

which further implies

∂tF̃tx + ν

(
1

r0

− r
)
∂rF̃tx = 0 . (2.53)

Using (2.45), we can write the above expression as a total derivative w.r.t. t, i.e.

∂t

(
F̃tx + ν

( 1

r0

− r
)
F̃rx
)

= 0 . (2.54)

Imposing the boundary condition that the solutions decay as t→∞ we end up with

the following relation

F̃tx + ν

(
1

r0

− r
)
Frx = 0 . (2.55)

We can derive this result alternatively arguing as follows. We look for an ingoing

condition

∂uH(t, r, x) = (∂t + f r1−z∂r)H(t, r, x) = 0 (2.56)
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for a function H(t, r, x) defined as

H(t, r, x) = rθ−z−1f ∂r(r
2−θhxy) , (2.57)

with u = t+r∗ and v = t−r∗, for r∗ =
∫
dr r

z−1

f(r)
, being the outgoing and ingoing null

coordinates respectively. We have identified Ãt as the relevant perturbative mode

and we can write the newly defined field strengths in terms of hty, hxy and ay as

∂tF̃tx = −r2−θω(ωhxy + qh̃ty) , Frx = ∂r(r
2−θhxy) =

rz+1−θ

f
H . (2.58)

From (2.35), we have

∂rH =
rz+θ−3

f
∂t(F̃tx − k

∫ r

rc

ds s3−z−θ∂xay) . (2.59)

From (2.51) cancelling the ∂2
t ≡ Γ2 factor throughout, it follows that

k

∫ r

rc

ds s3−z−θ∂xay ∼ εF̃tx . (2.60)

Substituting this equation in (2.59), we get

∂rH ≈
rz+θ−3

f
∂tF̃tx . (2.61)

Since the shear mode is ingoing, we expect on physical grounds that the function H

defined in terms of hxy in (2.57) satisfies the ingoing condition (2.56) : this gives

∂rH = −rθ−2∂tFrx . (2.62)

(In the above equations, we have used the y-compactified variables and higher di-

mensional ones in the same equations, with the understanding that they are inter-

changeable from the context.) Equating the two expressions for ∂rH above and using

the near horizon approximation for f(r) ≈ (2 + z− θ)1/r0−r
1/r0

, we recover (2.55). This

vindicates our intuition on using the Ãt, Ãx field variables to obtain the diffusion

equation here with the gauge field.

We define the currents in the new tilde variables as

jx = nrFxr =
Frx

g̃xx
√
g̃rr

, j̃t = nrF̃ tr =
F̃rt

g̃tt
√
g̃rr

, (2.63)

since as we have seen, these Ãµ variables play the role here of the variables Aµ in
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gravity-scalar theory in [161] (it would be interesting to find appropriate modifica-

tions of the prescriptions in [167] here). At this point we make another assumption

for the Ãt, Ãx variables, namely

|∂tAx| � |∂xÃt| . (2.64)

This implies

F̃tx ≈ −∂xÃt . (2.65)

We can now formulate Fick’s Law i.e. jx = −D∂xj̃t on the stretched horizon and

calculate the diffusion constant as

D ≡ − jx

∂xj̃t
= − g̃tt

g̃xx

Frx
∂xF̃rt

≈ −rz−1
0

F̃tx
∂xF̃rt

, (2.66)

where we have used (2.55) to write the third equality. Using (2.65), the diffusion

constant at leading order is given by

D = rz−1
0

Ãt
F̃rt

∣∣∣∣∣
r∼rh

, (2.67)

where rh is the location of the stretched horizon, and the prefactor arises from the

metric components.

2.2.1.1 Shear diffusion constant: z < 4− θ

Making an ansatz of the form (2.20) naturally implies such a series expansion ansatz

for the fields Ãt, Ãx and χ in the y-compactified theory.
Ãt(t, x, r)

Ãx(t, x, r)

χ(t, x, r)

 ≡

Ã(0)
t (t, x, r)

Ã(0)
x (t, x, r)

χ(0)(t, x, r)

+


Ã(1)
t (t, x, r)

Ã(1)
x (t, x, r)

χ(1)(t, x, r)

+ · · · ,


Ã(1)
t (t, x, r)

Ã(1)
x (t, x, r)

χ(1)(t, x, r)

 = O

(
q2

T 2/z

)
. (2.68)

The q = Γ = 0 sector of (2.34) which is

∂r(r
z+θ−3∂rÃt) = 0 , (2.69)
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gives us an expression for the leading solution of Ãt

Ã(0)
t (t, x, r) = C e−Γt+iqx

∫ r

rc

dr. r3−z−θ , (2.70)

where C is an arbitrary constant. When 4− z − θ > 0 the leading solution Ã(0)
t has

a power-law behaviour

Ã(0)
t (t, x, r) = e−Γt+iqx C

(4− z − θ)
r4−z−θ (2.71)

It is expected that close to the boundary i.e. near r ≈ rc the hyperscaling violating

phase breaks down and we require r0rc � 1. The analogous statement for the

boundary field theory will be to assume that the temperature is sufficiently below

the UV cut-off. Thus, the condition z < 4 − θ arises from the boundary condition

that Ã(0)
t → 0 as r → 0.

Substituting Ã(0)
t in (2.26), the particular solution to the inhomogeneous equation

(at q = 0, ω = 0) for χ is

χ(0) = −C
k
. (2.72)

Substituting χ(0) = a
(0)
y = −C/k in (2.30), and considering only the leading order

terms we get

h̃
(0)
ty = h

(0)
ty +

C

(4− z − θ)
r2−z . (2.73)

Thus, we see that although hty = r2−z does not satisfy the linearized equations

(2.15)-(2.18) at q = 0, ω = 0, the r2−z fall-off appears in the expression for h̃ty which

is indeed the relevant perturbative mode that should be considered. We see that

h̃ty = C
4−z−θr

2−z and ay = −C
k

indeed satisfy the linearized equations (2.34)-(2.38)

at q = 0, ω = 0. Note that this implies that the solutions of interest here in the

original variables are h
(0)
ty = 0 and a

(0)
y = −C

k
, as can be seen from the form of h̃ty.

Thus the solutions of relevance arise entirely from the leading solution to the gauge

field perturbation. It is important to note that the solution a
(0)
y = const does not

change the asymptotic boundary conditions on the background being hyperscaling

violating Lifshitz.

The leading solution for Ax i.e. A(0)
x can be determined by plugging in the series

ansatz for Ax and Ãt in (2.35). The leading order equation is given by

∂rA(0)
x =

iΓ

q

r2z−2

f
∂rÃ(0)

t . (2.74)
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Integrating the above and using (2.71) we obtain an expression for A(0)
x as

A(0)
x =

iΓ

q

Ce−Γt+iqx

(2 + z − θ)r2+z−θ
0

log(1− (r0r)
2+z−θ) . (2.75)

From (2.70) and the solution derived above, we see that the assumption (2.64) is

essentially
Γ2

q2
r2−2z

0 log
( (1/r0)

(1/r0)− rh

)
� 1 . (2.76)

Using Γ
q
∼ q

r2−z
0

and noting that the temperature T ∼ rz0, we can recast this condition

as
q2

T 2/z
log
( (1/r0)

(1/r0)− rh

)
� 1 . (2.77)

Physically the above assumption means that we cannot push the stretched horizon

located at rh exponentially close to the horizon 1
r0

.

Using (2.71) we can now evaluate the shear diffusion constant on the stretched

horizon for the hyperscaling violating theory with 4− z − θ > 0 as

D = rz−1
0 · 1

(4− z − θ)rh
≈ rz−2

0

4− z − θ
+O(q2) . (2.78)

The solution for Ã(0)
t is evaluated at the stretched horizon rh: however rh ∼ 1

r0
+O(q2)

so to leading order D is evaluated at the horizon 1
r0

. It is interesting that the effect

of the hyperscaling violating exponent θ cancels in the final expression for D which

is essentially the ratio of Ãt to a field strength F̃rt both of which has non-trivial

θ-dependence.

Using the expression (2.9) we can express the diffusion constant in terms of the

temperature as

D =
1

4− z − θ

(
4π

2 + z − θ

) z−2
z

T
z−2
z (2.79)

which is identical to the one obtained in [161] i.e. (2.1) for the case without the gauge

field, for di = 2 boundary spatial dimensions. As discussed there, for pure AdS when

z = 1, θ = 0, we recover the standard relation D = 1
4πT

which further implies η
s

= 1
4π

.

Likewise for all theories with z = 1, it can be seen that θ cancels from the prefactors

in D which becomes D = 1
4πT

. This is in accord with the known behaviour [162] of

e.g. nonconformal Dp-branes whose dimensional reduction on the transverse sphere

S8−p gives rise to hyperscaling violating theories with z = 1, θ 6= 0 [89]: it would

seem reasonable to expect that the sphere should not affect long-wavelength diffusive

properties.
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2.2.1.2 Shear diffusion constant: z = 4− θ

Now, we focus on the family of hyperscaling violating solutions where z = 4 − θ.

In this case, from (2.70) it follows that the leading solution of Ãt has logarithmic

behaviour

Ã(0)
t = Ce−Γt+iqx log

r

rc
, z = 4− θ . (2.80)

Working further, we can evaluate the diffusion constant upto leading order from

(2.67) as

D = rz−2
0 log

1

r0rc
. (2.81)

This implies that in the low temperature limit as r0 → 0, the diffusion constant

vanishes if z > 2. The new condition on the exponents z and θ, namely z < 4 − θ
appears to be a new constraint which is separate from the null energy conditions

(2− θ)(2(z − 1)− θ) ≥ 0 , (z − 1)(2 + z − θ) ≥ 0 . (2.82)

The regime of validity for this analysis (equivalently, the “thickness” of the stretched

horizon) gets modified in this special case to

exp

(
−T

2/z

q2

1

log 1
r0rc

)
�

1
r0
− rh
1
r0

� q2

T 2/z
log2 1

r0rc
. (2.83)

However, since we are manifestly in the hydrodynamic regime, it means rc � 1
r0

implying log 1
r0rc
� 1. This does not over-constrain the window of the stretched

horizon: however the subleading terms contain the logarithmic piece affecting the

validity of the series expansion.

The logarithmic scaling necessitates the presence of the UV scale rc appearing in the

diffusion constant in the hydrodynamic description which is manifestly a description

at long wavelengths. However from our discussion, it is clear that this is due to

the two fall-offs for Ãt coinciding when z = 4− θ: this leads to the second solution

being logarithmic and thence to the scaling above in D. Recall that the parameters

z and θ are related precisely in this way when the hyperscaling violating theory is

constructed from the x+-reduction of AdS plane waves (or highly boosted AdS5 black

branes), as well as nonconformal Dp-brane plane waves, as discussed in [161]. (The

zero temperature AdS plane waves are structurally similar to the null deformations

appearing in the string realizations [92, 93] of z = 2 Lifshitz theories, except that the

null deformation is normalizable.) As outlined in [161], to gain more insight into the

diffusion behaviour, it might be interesting to understand the null reduction of the

boosted black brane and its hydrodynamics in greater detail. This might be similar
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in spirit to nonconformal brane hydrodynamics arising under dimensional reduction

of the hydrodynamics of black branes in M-theory [168, 169], although the details

are likely to be interestingly different of course. It is also worth noting that in the

higher dimensional description, these D-brane plane waves are dual to excited states

in the field theory which correspond to anisotropic phases in the boosted frame:

the corresponding anisotropic hydrodynamics might be interesting as well (see e.g.

[170, 171, 172, 173, 174, 175, 176, 177] for previous studies of anisotropic systems

and shear viscosity, and e.g. [178] for a review of the viscosity bound and violations).

2.2.2 Subleading terms for z < 4− θ

In this section we will estimate the subleading terms as proposed in (2.68) and

explicitly show that Ã(1)
t , Ã(1)

x and χ(1) (infact all the other terms following it) are

subleading compared to the leading order values Ã(0)
t , Ã(0)

x and χ(0) respectively.

Estimate for Ã(1)
t

Substituting the series for Ã(1)
t from (2.68) in (2.34), we get

∂r(r
z+θ−3(∂rÃ(0)

t +∂rÃ(1)
t )+· · · )−r

z+θ−3

f
∂x

(
F̃ (0)
tx − k

∫ r

rc

ds s3−z−θ∂xχ
(0) + · · ·

)
= 0 .

(2.84)

The leading term in the above equation is ∂r(r
z+θ−3∂rÃ(0)

t ) = 0, which is consistent

with (2.71). O(q2) terms in the above equation give

∂r(r
z+θ−3∂rÃ(1)

t )− rz+θ−3

f
∂x

(
∂tA(0)

x − ∂xÃ
(0)
t

)
= 0 . (2.85)

Here we have neglected k
∫ r
rc
ds s3−z−θ∂xχ

(0) since k
∫ r
rc
ds s3−z−θ∂xχ

(0) � F̃ (0)
tx , using

the arguments in e.g. (2.50), (2.51). Then

∂rÃ(1)
t ∼

1

r0

(
q2 log

(
1/r0

1/r0 − r

)
+

Γ2

r
2(z−1)
0

log2

(
1/r0

1/r0 − r

)2
)
Ã(0)
t . (2.86)

Using the estimate Γ
q
∼ q

T 2/z−1 , we can write

∂rÃ(1)
t ∼ r0

[
q2

T 2/z
log

(
1
r0

1
r0
− r

)
+

q4

T 4/z
log2

(
1
r0

1
r0
− r

)]
Ã(0)
t . (2.87)
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Integrating the above equation,

Ã(1)
t ∼ −(1− r0r)

[ q2

T 2/z

(
1 + log

( 1
r0

1
r0
− r

))
(2.88)

+
q4

T 4/z

(
1 + log

( 1
r0

1
r0
− r

)
+ log2

( 1
r0

1
r0
− r

))]
Ã(0)
t ,

which implies Ã(1)
t � Ã

(0)
t .

Estimate for A(1)
x

Substituting the series ansatz for Ax i.e (2.68) in (2.35) gives

∂rA(0)
x + ∂rA(1)

x + · · · = iΓ

q

r2z−2

f
(∂rÃ(0)

t + ∂rÃ(1)
t + · · · ) . (2.89)

The leading terms have been derived in (2.75), so we will focus on O(q2) terms which

gives us the equation

∂rA(1)
x =

iΓ

q

r2z−2

f
∂rÃ(1)

t , (2.90)

which give

A(1)
x ∼

( q2

T 2/z
log2

( 1/r0

1/r0 − r

)
+

q4

T 4/z
log3

( 1/r0

1/r0 − r

)2)iΓr2−2z
0

q
Ã(0)
t . (2.91)

Using A(0)
x ∼ iΓr2−2z

0

q
log
(

1/r0
1/r0−r

)
Ã(0)
t ,

A(1)
x ∼

[ q2

T 2/z
log
( 1/r0

1/r0 − r

)
+

q4

T 4/z
log2

( 1/r0

1/r0 − r

)]
A(0)
x , (2.92)

which implies A(1)
x � A(0)

x .

Estimate for χ(1)

Finally, substituting the series ansatz for χ i.e (2.68) in (2.38), we get

∂r(r
5−z−θf(∂rχ

(0) + ∂rχ
(1)))− k2r3−z−θ(χ(0) + χ(1))− r3+z−θ

f
(∂2
t χ

(0) + ∂2
t χ

(1)) + · · ·

= k∂r(Ã(0)
t + Ã(1)

t + · · · ) .
(2.93)
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Writing down (2.38) collecting all O(q2) terms give

∂r(r
5−z−θf∂rχ

(1))− k2r3−z−θχ(1) =
r3+z−θ

f
Γ2χ(0) + k∂rÃ(1)

t . (2.94)

To see that χ(1) is subleading compared to χ(0) quickly, let us focus on the first term

on both sides of the above equation near the horizon;

∂r

(
r0

( 1

r0

− r
)
∂rχ

(1)
)
∼ q4

r2
0

1

r0( 1
r0
− r)

χ(0) , (2.95)

where we have used Γ
q
∼ q

r2−z
0

. Integrating twice, we get

χ(1) ∼ q4

r4
0

log2
( 1/r0

1/r0 − r

)
χ(0) . (2.96)

Using (2.77), the above expression shows that χ(1) � χ(0). This succinct order of

magnitude analysis for the subleading nature of χ(1) can be substantiated through a

more detailed analysis as follows. In the near horizon region, (2.94) simplifies to

∂r

(( 1

r0

− r
)
∂rχ

(1)
)
− 2(z − 1)r0χ

(1)

=
r4−z−θ

0

2 + z − θ

k∂rÃ(1)
t +

rθ−z−3
0

(2 + z − θ)r0

(
1
r0
− r
)Γ2χ(0)

 . (2.97)

The Green’s function for the above equation is effectively the function G(r, s) that

satisfies the equation

∂r

((
1

r0

− r
)
∂rG(r, s)

)
− 2(z − 1)r0 ·G(r, s) = δ(r − s) . (2.98)

The inhomogeneous solution to the Green’s function is given by

Gin(r, s) = 2Θ(r − s)
[
I0(2

√
2(z − 1)

√
1− r0s) ·K0(2

√
2(z − 1)

√
1− r0r)

−K0(2
√

2(z − 1)
√

1− r0s) · I0(2
√

2(z − 1)
√

1− r0r)
]
. (2.99)

Correspondingly the inhomogeneous solution to χ(1) is given by

χ(1) =

∫ 1/r0

0

ds ·Gin(r, s) · r4−z−θ
0

2 + z − θ

k∂rÃ(1)
t +

rθ−z−3
0

(2 + z − θ)r0

(
1
r0
− r
)Γ2χ(0)

 ,

(2.100)
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where I0 and K0 are modified Bessel functions of the first and second kind respec-

tively. Since we are interested only in the near-horizon behaviour for χ(1). Instead

of explicitly performing the integral exactly and then taking the limit r → 1
r0

, we

will instead approximate the integrand close to 1
r0

. Upto leading order the modified

Bessel functions I0 and K0 near x ≈ 0 are given by

I0(x) ≈ 1 , K(0) ≈ − log x+ log 2− γ , (2.101)

where γ is the Euler constant. Close to the horizon, we can hence approximate the

inhomogeneous part of the Green’s function as

Gin(r, s) = Θ(r − s) log

(
1− r0s

1− r0r

)
. (2.102)

Hence χ(1) can be simplified using the above approximation along with (2.87)

χ(1) =

∫ 1
r0

0

dsGin(r, s)
r4−z−θ

0

2 + z − θ

k∂rÃ(1)
t +

rθ−z−3
0

(2 + z − θ)r0

(
1
r0
− s
)Γ2χ(0)


∼
∫ 1

r0

0

dsΘ(r − s) log
(1− r0s

1− r0r

)[
r0

( q2

T 2/z
log
( 1

r0
1
r0
− s

)
(2.103)

+
q4

T 4/z
log2

( 1
r0

1
r0
− s

))
Ã(0)
t

]
+

∫ 1
r0

0

dsΘ(r − s) log
(1− r0s

1− r0r

) q4

T 4/z

1
1
r0
− s

χ(0).

The above integral can be divided into two parts. One ranging from 0 to r and

another from r to 1
r0

. The Heaviside Theta function is non-zero for r > s only. So,

the upper bound in the above integral can simply be replaced with r instead of 1/r0.

Simplifying and performing the integral over s we get,

χ(1) ∼
[ q2

T 2/z

{
(1− r0r)− (1− r0r) log(1− r0r) + (1− r0r) log2(1− r0r)

}
+

q4

T 4/z

{
− (1− r0r) + (1− r0r) log(1− r0r)− (1− r0r) log2(1− r0r)

+(1− r0r) log3(1− r0r)
}]
Ã(0)
t +

q4

T 4/z
log2(1− r0r)χ

(0) � χ(0). (2.104)

If we now use the two assumptions mentioned earlier i.e (2.41), (2.77) we explicitly

see that χ(1) � χ(0) thus demonstrating that all subsequent terms in the series are

smaller than the leading piece.
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Estimate for h
(1)
ty

Note that in (2.20) we proposed the series expansion for the modes hty, hxy and ay.

From the definition of h̃ty and the series ansatze (2.20), (2.68), we can write

h
(0)
ty +h

(1)
ty +· · · =

(
h̃

(0)
ty +krθ−2

∫ r

rc

ds s3−z−θa(0)
y

)
+
(
h̃

(1)
ty +krθ−2

∫ r

rc

ds s3−z−θa(1)
y

)
+· · · .

(2.105)

From (2.88) and (2.104), we have

h
(1)
ty = h̃

(1)
ty + krθ−2

∫ r

rc

ds s3−z−θa(1)
y ∼ O

( q2

T 2/z

)
h̃

(0)
ty . (2.106)

Using

h̃
(2)
ty ∼

q2

T 2/z
h̃

(1)
ty , a(2)

y ∼
q2

T 2/z
a(1)
y , (2.107)

we see that

h
(2)
ty

h
(1)
ty

=
h̃

(2)
ty + krθ−2

∫ r
rc
ds s3−z−θa

(2)
y

h̃
(1)
ty + krθ−2

∫ r
rc
ds s3−z−θa

(1)
y

∼ O
( q2

T 2/z

)
� 1 . (2.108)

Thus we see that the mode hty also admits a series expansion in the parameter q2

T 2/z

in the near-horizon region. This is of course expected from the self-consistent series

expansions of h̃ty, hxy, ay.

2.2.2.1 Subleading terms for z = 4− θ

In this case, from the solutions of Ãt (2.80) and Ax (2.75) we get,

A(0)
x

A(0)
t

∼ 1

r
2(z−1)
0

Γ

q

log( 1/r0
1/r0−r )

log( 1
r0rc

)
. (2.109)

Imposing (2.64) then implies

1

r
2(z−1)
0

· Γ2

q2
·

log( 1/r0
1/r0−r )

log( 1
r0rc

)
� 1 . (2.110)

We can obtain an estimate for D in this case from the diffusion equation which is
Γ
q
∼ q

T 2/z−1 log( 1
r0rc

). Thus, the assumptions in this special case gets modified to

(2.83). The subleading term for Ãt now is given by

∂rÃ(1)
t ∼ r0

[
q2

T 2/z
log

(
1
r0

1
r0
− r

)
+

q4

T 4/z
log2

(
1
r0

1
r0
− r

)
log

(
1

r0rc

)]
Ã(0)
t . (2.111)
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Note that r0rc � 1 implies that log( 1
r0rc

) is large which means that the O(q4) term

need not be small even if we are working withing the hydrodynamic regime i.e.
q2

T 2/z � 1, suggesting a breakdown of the series expansion. The expression for the

the subleading part of χ i.e. χ(1) also changes to

χ(1) ∼
([ q2

T 2/z

{
(1− r0r)− (1− r0r) log(1− r0r) + (1− r0r) log2(1− r0r)

}
+

q4

T 4/z

{
− (1− r0r) + (1− r0r) log(1− r0r)− (1− r0r) log2(1− r0r)

+(1− r0r) log3(1− r0r)
}

log
( 1

r0rc

)]
Ã(0)
t

+
q4

T 4/z
log2(1− r0r) log2

( 1

r0rc

)
χ(0)
)
� χ(0) . (2.112)

From the preceding argument, we see again that the O(q4) term can be arbitrarily

large hinting at a breakdown of the series expansion.

Estimate for h
(1)
ty

In the case when z = 4− θ (2.105) takes the form

h
(0)
ty +h

(1)
ty + · · · =

(
h̃

(0)
ty +kr2−z

∫ r

rc

ds

s
a(0)
y

)
+
(
h̃

(1)
ty +kr2−z

∫ r

rc

ds

s
a(1)
y

)
+ · · · . (2.113)

The above further implies that

h
(1)
ty = h̃

(1)
ty + kr2−z

∫ r

rc

ds

s
a(1)
y

∼ q4

T 4/z
(1− r0r) log

(
1

r0rc

)(
1 + log

( 1/r0

1/r0 − r

)
+ log2

( 1/r0

1/r0 − r

))
h̃

(0)
ty

+
q4

T 4/z
(1− r0r) log2

( 1

r0rc

)
log2

( 1/r0

1/r0 − r

)
χ(0) . (2.114)

The above estimate is written using the estimate Γ
q
∼ q

T 2/z−1
log( 1

r0rc
). Further, the

assumptions (2.83) implies that h
(1)
ty may not be subleading compared to h

(0)
ty thus

suggesting a breakdown of some sort in this analysis.

2.3 Discussion

In this chapter, we have explored in greater detail our investigations of shear dif-

fusion in nonrelativistic hyperscaling violating Lifshitz theories [161], adapting the

membrane-paradigm-like analysis [162] of near horizon perturbations. In theories
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where a gauge field is present as a source for the nonrelativistic metric (along with

a scalar), some of the metric perturbations hty, hxy mix with some of the gauge

field perturbations ay. Since these are uncharged black branes, the near-horizon re-

gion should still be characterized by simply temperature and velocity variables, and

charge cannot enter. Thus we expect that the gauge field cannot dramatically alter

the structure of the near horizon diffusion equation found in [161] without the gauge

field. Our analysis in this chapter vindicates this: we find a similar near-horizon

analysis can be obtained resulting in a diffusion equation for new field variables

h̃xy ≡ hxy and h̃ty ≡ hty − rθ−2
∫ r
rc
s3−z−θayds (for 4 bulk dimensions). Then, as in

[161], for z < 4− θ, we obtain universal behaviour for the shear diffusion constant,

suggesting that the viscosity bound η
s

= 1
4π

holds. The regime z > 4 − θ includes

e.g. hyperscaling violating theories arising from the dimensional reduction of e.g.

D6-branes (giving di = 6, z = 1, θ = 9) which do not admit a good gauge/gravity

duality (ill-defined asymptotics with gravity not decoupling): however it might be

interesting to find and understand reasonable holographic theories whose exponents

lie in this window. For z = 4− θ, we find logarithmic behaviour as found previously.

The hyperscaling violating Lifshitz theories arising from AdS plane waves (highly

boosted black branes) as well as nonconformal brane plane waves [99, 101, 103], fall

in this category: this suggests that a null reduction of the hydrodynamics of the

boosted black brane might need a closer study to realize this in detail, as we have

described. It would be interesting to explore this further.

We have seen the condition z < 2 + di − θ (or z < 4 − θ here, for bulk 4-dims)

arising naturally from the perturbations falling off asymptotically (2.70) in our case.

We implicitly regard hyperscaling violating theories as infrared phases arising from

e.g. string realizations in the ultraviolet: however the window z < 2 + di − θ en-

sures that the ultraviolet structure is essentially unimportant, the diffusion constant

arising solely from the near horizon long-wavelength modes. This still needs to

be reconciled with a clear holographic calculation: however some preliminary re-

marks are as follows. We have seen that the h̃ty mode has asymptotic fall-offs

rθ−2(h̃− + . . .) + r2−z(h̃+ + . . .) in bulk 4-dimensions. For z < 4 − θ, the domi-

nant mode near the boundary r → rc ∼ 0 is rθ−2 which is slower, leading to fixed

h− boundary conditions relevant for standard quantization (h− taken as source).

This is the sector that is continuously connected to AdS-like relativistic theories

(z = 1, θ = 0), as our perturbation analysis suggests. With the conformal dimen-

sions satisfying ∆− + ∆+ = 2 + z− θ [89] (see also [96, 15]), the momentum density

operator P i has dimension 3 − θ: so taking ∆+ = 3 − θ gives ∆− = z − 1 and

∆− < ∆+ implies z < 4 − θ. In a reasonable theory where this is violated, it
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would seem that the analog of alternative quantization [179] is at work, with fixed

h+ boundary conditions. In this light, z = 4 − θ is the case where the two fall-offs

coincide with ∆− = ∆+, and a logarithmic second solution will arise suggesting

logarithmic behaviour in the correlation function as well. This is the case for AdS

plane waves (or highly boosted black branes): this may be interesting to explore.

It is worth putting the analysis here leading to (2.1), (2.79), in perspective with the

calculation of viscosity via the Kubo formula η = − limω→0
1
ω

ImGR
xy,xy(ω), with GR

the retarded Green’s function [49], assuming Tij ∼ η(∂ivj + . . .) in the dual field

theory. The hxy perturbation is modeled holographically as a massless scalar leading

to the 〈TxyTxy〉 holographic correlation function (see e.g. [145, 150, 151, 154] for var-

ious subfamilies in (2.7)). For instance from [154], the appropriate zero momentum
~k = 0 solutions to the scalar wave equation eventually lead to GR = −i ω

16πG
Rdi

rθhv
rdi−θ0

and thereby η: here the metric (2.7) is written as ds2 = R2( r
rhv

)2θ/di(−f(r) dt
2

r2z + . . .),

retaining explicitly the dimensionful factors R and the scale rhv inherent in these

theories [89]. Likewise the horizon area gives the entropy density s = 1
4G

Rdi

rθhv
rdi−θ0

which leads to η
s

= 1
4π

in agreement with our analysis. (We have seen that θ dis-

appears from the temperature dependence of D in (2.1): this is consistent with e.g.

cases where the hyperscaling violating phase arises from string constructions such

as nonconformal branes which are known to have universal η
s

behaviour.)

In light of the above, note that the Kubo analysis stemming from a zero frequency

ω → 0 limit for the hxy mode alone, does not appear to give any insight into where a

condition like z < 2 + di − θ could arise from. On the other hand, our analysis here

and in [161] in terms of the near-horizon perturbations involves the hty perturbation

as well (as in [162]), which is coupled at nonzero ω to hxy , and leads to the diffusion

equation. The hty mode (or h̃ty here) exhibits this nontrivial behaviour where the

normalizable mode can turn around depending on the exponents z, θ, the critical con-

dition being the family z = 2 + di− θ where the two modes coincide. This condition

is trivially satisfied for all relativistic theories of interest, with z = 1, θ = 0, so the

Kubo limit is in perfect agreement with the near horizon diffusion analysis. However

in the present nonrelativistic cases, the near horizon perturbations analysis appears

to exhibit more structure. It would seem that the structure of these perturbations

is straightforward and simply involves analysing gravitational perturbations, not

requiring detailed understanding of the holographic dictionary in this case. There-

fore assuming that this is reliable, our analysis suggests that the Kubo limit might

need to be understood better in theories where z < 2 + di − θ is violated. In the

case with a gauge field, the field variable h̃ty which exhibits this behaviour naively

suggests that perhaps a new energy-momentum tensor variable T̃µν involving some
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linear combination of Tµν and the current density jµ is the relevant hydrodynamic

observable that systematically encodes the thermodynamic/hydrodynamic relations

between the expansion of the energy-momentum tensor, the shear viscosity η and

the diffusion constant D. It would be interesting to explore these issues further.

It is worth mentioning that the analysis of correlation functions and the Kubo for-

mula for computing the shear viscosity was done in a subsequent paper [180]. The

authors study the spectrum of quasi-normal modes of shear gravitational perturba-

tions in hvLif black branes. The lowest quasi-normal modes give a dispersion relation

from which the shear diffusion constant is obtained. This shear diffusion constant

is consistent with our results in this chapter (and [161]). Further, they compute the

〈TxyTxy〉 correlation function and then using the Kubo formula for η obtain η
s

= 1
4π

for z ≤ 2 + di − θ. This includes the special case z = 2 + di − θ, where though D
scales logarithmically, η

s
saturates the viscosity bound.





Chapter 3

AdS2 dilaton-gravity from

reductions of some nonrelativistic

theories

AdS2 throats arise quite generally in the near horizon regions of extremal black

holes and black branes, where other fields acquire near constant “attractor” values.

This attractor mechanism, first discussed in [181] for BPS black holes in N = 2

theories, arises from extremality rather than supersymmetry, as studied in [182],

[183]. In the last several years, this has been ubiquitous in the context of nonrela-

tivistic generalizations of holography: a nice review is [22]. A large family of such

theories is obtained by considering Einstein-Maxwell-scalar theories with a nega-

tive cosmological constant and potential : the U(1) gauge field and scalar serve to

support the nonrelativistic background, typically of the form of a Lifshitz, or hy-

perscaling violating (conformally Lifshitz) theory. The duals to the bulk uncharged

black branes in these hvLif theories capture many features of finite density con-

densed matter-like systems. Towards studying extremal black branes, we note that

charge can be added to these theories by adding an additional U(1) gauge field,

as discussed in e.g. [184], [185], [186]. Now at extremality, the infrared region ap-

proaches an AdS2 × X throat, with X typically of the form of an extended trans-

verse plane Rd. The discussion of AdS2 holography in sec. 1.3 now applies upon

compactifying X taken as e.g. a torus T d. This was in fact the broad context for

[35]: other recent discussions of reduction from higher dimensional theories appear

in e.g. [114, 115, 116, 117, 118, 119, 120, 121, 123, 124]; see also [122].

59
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Towards studying such AdS2 theories arising in this nonrelativistic context, we study

effective gravity theories of the above form, with two U(1) gauge fields and a scalar

field Ψ with a negative cosmological constant and potential. We focus for concrete-

ness on the charged hyperscaling violating Lifshitz black branes in 4-dimensions

described in [185]. In the extremal limit, the near horizon geometry of these charged

hyperscaling violating Lifshitz black branes becomes AdS2 × R2. These charged

hyperscaling violating Lifshitz attractors arise for certain regimes of the Lifshitz z

and hyperscaling violating θ exponents allowed by the energy conditions, with the

additional requirement that the theory exhibits hvLif boundary conditions in the

ultraviolet: these are perhaps best regarded as intermediate infrared phases them-

selves in some bigger phase diagram. Then compactifying the two spatial directions

as a torus T 2, we dimensionally reduce this charged hvLif extremal black brane to

obtain a 2-dimensional dilaton-gravity-matter theory. This theory is equivalent to

gravity with a dilaton Φ and an additional scalar Ψ that descends from the hvLif

scalar in the higher dimensional theory, along with an interaction potential U(Φ,Ψ).

The interaction potential raises the question of whether the extra scalar destabilizes

the AdS2 regime, possibly in some region of parameter space. Towards understand-

ing this, we study small fluctuations about the extremal AdS2 background in these

theories and argue that these are in fact stable, the stability stemming from the

restrictions imposed on z, θ stated above from energy conditions and asymptotic

boundary conditions. Studying the action for small fluctuations up to quadratic

order, it can be seen that the leading corrections to AdS2 arise at linear order in δΦ

leading again to a Schwarzian derivative action from the Gibbons-Hawking term, al-

though there are subleading coupled quadratic corrections (sec. 3.2). The coefficient

of the Schwarzian is proportional to the entropy of the compactified extremal black

branes, which being the number of microstates of the background is akin to a central

charge of the effective theory. In sec.3.1.1, we first describe in detail the simpler case

of the relativistic black brane, which has z = 1, θ = 0, arising in Einstein-Maxwell

theory, the extra scalar being absent: at leading order this shows how the Jackiw-

Teitelboim theory [112, 113] arises, with subleading terms at quadratic order. We

finally study in sec. 3.3 a null reduction of the charged relativistic black brane: this

results in charged hvLif black brane backgrounds with specific exponents, but with

an extra scalar background profile (for the uncharged case, these coincide with [99]).

Sec. 3.4 contains a brief Discussion and Appendices B.1, B.2 and B.3 contain some

technical details.
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3.1 Einstein-Maxwell theory in 4-dimensions

Einstein-Maxwell theory with a negative cosmological constant is a useful playground

for various interesting physics: see e.g. [22] for a review. We focus on 4-dimensions

for simplicity: as a consistent truncation of M-theory on appropriate 7-manifolds,

the bulk gauge field can be taken as the dual to the U(1)R current. The action is

S =

∫
d4x
√
−g(4)

[
1

16πG4

(
R(4) − 2Λ

)
− 1

4
FMNF

MN

]
, (3.1)

where Λ = −3 is the cosmological constant in 4-dimensions. The field equations are

R(4)
MN − ΛgMN − 8πG4

(
FMPF

P
N −

gMN

4
F 2
)

= 0 , ∂M(
√
−gFMN) = 0 . (3.2)

These equations have both electrically and magnetically charged black branes as

solutions.

Magnetic branes: These are slightly simpler and we discuss them first, mostly re-

viewing discussions already in the literature. The metric and field strength [187]

are

ds2 = −r2f(r)dt2 +
dr2

r2f(r)
+ r2(dx2 + dy2), f(r) = 1−

(r0

r

)3

+
Q2
m

r4

(
1− r

r0

)
,

Fxy = Qm , (3.3)

where Qm is related to the magnetic charge of the black brane, r0 is the location

of the horizon and r → ∞ is the boundary. In the extremal limit, the Hawking

temperature vanishes, fixing the horizon location in relation to the charge,

T =
3r0

4π

(
1− Q2

m

3r4
0

)
= 0 =⇒ Q2

m = 3r4
0 . (3.4)

The near horizon geometry of the magnetic black brane becomes AdS2 × R2,

ds2 = −r2
0f(r)dt2 +

dr2

r2
0f(r)

+ r2
0(dx2 + dy2) , f(r)|r→r0 '

6

r2
0

(r − r0)2 . (3.5)

We compactify the two spatial dimensions xi as T 2 and dimensionally reducing with

an ansatz for the metric

ds2 = g(2)
µν dx

µdxν + Φ2(dx2 + dy2) , (3.6)
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with g
(2)
µν and Φ being independent of the compact coordinates x, y ∈ T 2. The action

(3.1) for the magnetic black brane solution then reduces to

S =
1

16πG2

∫
d2x
√
−g(2)

[
Φ2R(2) − 2ΛΦ2 − Q2

m

2Φ2
+ 2∂µΦ∂µΦ

]
, (3.7)

where G2 = G4/V2 is the dimensionless Newton constant in 2-dimensions. A Weyl

transformation gµν = Φg
(2)
µν absorbs the kinetic term for the dilaton Φ in the Ricci

scalar giving

S =
1

16πG2

∫
d2x
√
−g
(

Φ2R− 2ΛΦ− Q2
m

2Φ3

)
≡ 1

16πG2

∫
d2x
√
−g
(
Φ2R− U(Φ)

)
.

(3.8)

The equations of motion from this action (see e.g. Appendix B.3) are

U(Φ) = 2ΛΦ +
Q2
m

2Φ3
; R− ∂U

∂Φ2
= 0 ,

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2
U(Φ) = 0 . (3.9)

This 2-dimensional dilaton-gravity theory admits AdS2 as a solution with a constant

dilaton. This constant dilaton, AdS2 solution is just the near horizon AdS2 geometry

of the extremal magnetic black brane in 4-dimensions (which asymptotically, as

r →∞, is AdS4).

The purpose of this section was to simply illustrate that the original theory with

the gauge field is equivalent to a dilaton-gravity theory with an appropriate dilaton

potential: this will be a recurrent theme. A simple toy model capturing many

features of 2-dim dilaton gravity is the Jackiw-Teitelboim theory [112, 113]. In the

discussion above, we have not been careful with length-scales: in the next section

for the relativistic electric brane, we will reinstate various scales.

3.1.1 Relativistic electric black brane, reduction to 2-dimensions

The electric black brane solution to (3.1), (3.2), is

ds2 = −r
2f(r)

R2
dt2 +

R2

r2f(r)
dr2 +

r2

R2
(dx2 + dy2) ,

f(r) = 1−
(r0

r

)3

+
Q2
e

r4

(
1− r

r0

)
,

At =
Qe

2
√
πG4Rr0

(
1− r0

r

)
, Frt =

Qe

2
√
πG4R

1

r2
. (3.10)
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The gauge field At vanishes at the horizon. The charge parameter Qe is related to

the chemical potential µ and the charge density σ of the black brane as

Qe

2
√
πG4Rr0

= µ , σ = µ
r0

R2
=

Qe

2
√
πG4R3

. (3.11)

Reinstating the dimensionless gauge coupling e2 in µ and σ as µ → µ
e

and σ → σe

and using (3.11), we recover the expressions for the gauge field, field strength and

the thermal factor in terms of r0, µ, σ as given in sec. 4.2.1 in [22]. Note that in

(3.10) the charge parameter Qe has dimensions of charge times length-squared, and

the gauge field At has mass dimension one. In the extremal limit, the temperature

vanishes giving

T =
3r0

4πR2

(
1− Q2

e

3r4
0

)
= 0 =⇒ Q2

e = 3r4
0 . (3.12)

The near horizon geometry of the electric black brane becomes AdS2 × R2,

ds2 = − r
2
0

R2
f(r)dt2+

R2

r2
0f(r)

dr2+
r2

0

R2
(dx2+dy2) , f(r)|r→r0 '

6

r2
0

(r−r0)2 , (3.13)

as in the magnetic case. The Bekenstein-Hawking entropy is the horizon area in

Planck units

SBH =
r2

0

R2

V2

4G4

=
Qe/
√

3

R2

V2

4G4

. (3.14)

With V2 =
∫
dxdy the area, this is finite entropy density for noncompact branes.

It is worth noting that asymptotically, these branes (3.10) give rise to an AdS4

geometry, with scale R. In the near horizon region, we obtain an AdS2 throat with

scale R√
6
: this is a well-defined AdS2 throat in the regime r−r0

R
� 1 and r−r0

r0
� 1 .

The AdS2 region is well-separated from the boundary of the AdS4 geometry at

r ∼ rC � r0 if r−r0
rc
� 1.

Compactifying the two spatial dimensions xi as T 2 and dimensionally reducing with

the metric ansatz (3.6) reduces the action (3.1) for the electric black brane solution

to

S =

∫
d2x
√
−g(2)

[ 1

16πG2

(Φ2R(2) − 2ΛΦ2 + 2∂µΦ∂µΦ)− V2Φ2

4
FµνF

µν
]
, (3.15)

and we have suppressed a total derivative term which cancels with a corresponding

term arising from the dimensional reduction of the Gibbons-Hawking boundary term

(more on this later). Performing a Weyl transformation gµν = Φg
(2)
µν to absorb the
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kinetic term for the dilaton Φ2 in the Ricci scalar, we get

S =

∫
d2x
√
−g
[ 1

16πG2

(Φ2R− 2ΛΦ)− V2Φ3

4
FµνF

µν
]
. (3.16)

The Maxwell equations for the gauge field are

∂µ(
√
−gΦ3F µν) = 0 . (3.17)

The two components b = t, r of (3.17), i.e. ∂t(
√
−gΦ3F tr) = 0 = ∂r(

√
−gΦ3F tr),

imply
√
−gΦ3F tr = const . (3.18)

Using the gauge field solution in (3.10) to fix this constant as Qe
2
√
πG4R3 , we get

F µν =
Qe

2
√
πG4R3

1√
−gΦ3

εµν , (3.19)

where εµν is defined as εtr = 1 = −εrt and εµν = gµρgνσε
ρσ. Substituting FµνF

µν =
−Q2

e

2πG4R6Φ6 and FµρF
ρ
ν = −Q2

e

4πG4R6Φ6 gµν in eqns.(B.1), we get

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(
2ΛΦ +

2Q2
e

R6 Φ3

)
= 0 ,

R− Λ

Φ
+

3Q2
e

R6 Φ5
= 0 . (3.20)

These field equations can be obtained by varying the following equivalent action (see

e.g. Appendix B.3)

S =
1

16πG2

∫
d2x
√
−g
(

Φ2R−2ΛΦ− 2Q2
e

R6Φ3

)
≡ 1

16πG2

∫
d2x
√
−g
(

Φ2R−U(Φ)
)
,

(3.21)

This equivalent action is obtained by substituting the solution for F µν (in terms of

the dilaton Φ2) in the action (3.16) and changing the sign of the F 2 term which

contains a minus sign for electric branes alone, arising from gtt (a similar treatment

appears also in e.g. [39]). Note that this is also consistent with and expected from

electric-magnetic duality Qe → Qm, Qm → −Qe, which would suggest that the

effective dilaton potential for magnetic branes (3.8) is unchanged in going to elec-

tric branes. Now for instance the second equation in (3.20) becomes R − ∂U
∂Φ2 = 0.

The constant dilaton, AdS2 solution to the equations (3.20), consistent with the T 2
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compactification of the near horizon geometry in (3.13), is

ds2 = L2
(
− r2

0

L4R2
(r − r0)2dt2 +

dr2

(r − r0)2

)
, Φ =

r0

R
,

L2 =
Rr0

6
, Q2

e = 3r4
0 , (3.22)

with L the AdS2 scale. Changing the radial coordinate to ρ =
R2

6(r − r0)
, we write

the metric in conformal gauge

ds2 = e2ω(−dt2 + dρ2) = e2ω(−dx+dx−) , e2ω =
L2

ρ2
, (3.23)

where the lightcone coordinates are x± = t± ρ. To see that (3.21) admits the above

AdS2 solution, we compute ∂U
∂Φ2 for the above solution, which gives

∂U

∂Φ2
= − 12

Rr0

= − 2

L2
=⇒ R =

∂U

∂Φ2
= − 2

L2
, (3.24)

using (3.20) for the Ricci scalar. This constant dilaton, AdS2 solution (3.22) is

just the compactification of the near horizon AdS2 geometry of the 4-dim extremal

electric black brane.

3.1.1.1 Perturbations about the constant dilaton, AdS2 background

The 4-dimensional theory has a large spectrum of tensor, vector and scalar pertur-

bations, which upon reduction to 2-dimensions give a corresponding spectrum: we

will discuss this briefly later, in sec. 3.2.2.3. In this section, we focus on perturba-

tions to only those fields that have nontrivial background profiles in the effective

2-dimensional dilaton-gravity theory: thus we turn on perturbations to the metric

and the dilaton

Φ = Φb + φ(x+, x−) , ω = ωb + Ω(x+, x−) , (3.25)

where Φb and ωb denote the background (3.22). We expand the action (3.21) (in

conformal gauge) about this background upto quadratic order to get

S =
1

16πG2

∫
d2x

(
4Φ2∂+∂−ω −

e2ω

2
U(Φ)

)
≡ S0 + S1 + S2 , (3.26)

where

S0 =
1

16πG2

∫
d2x

(
4Φ2

b∂+∂−ωb −
e2ωb

2
U(Φb)

)
(3.27)
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is the background action and S1 is linear in perturbations and vanishes by equations

of motion. S2 is quadratic in perturbations given by

S2 =
1

16πG2

∫
d2x

(
4r2

0

3L2
φ ∂+∂−Ω +

1

(x+ − x−)2

( 8r2
0

3L2
Ωφ− 16φ2

))
. (3.28)

Varying this action, we get the linearized equations of motion for the perturbations,

∂+∂−φ+
2

(x+ − x−)2
φ = 0 ,

∂+∂−Ω +
1

(x+ − x−)2

(
2 Ω− 24L2

r2
0

φ
)

= 0 . (3.29)

These equations are consistent at linear order with the “constraint” equations for

the ++ and −− components of the Einstein equation in (3.20). From these lin-

earized equations, we see that the dilaton fluctuation φ is decoupled from the metric

fluctuation Ω. Solving the equation for φ in (3.29), we get

φ =
a+ bt+ c(t2 − ρ2)

ρ
, (3.30)

where a, b, c are independent constants. Substituting the solution (3.30) for φ in the

equation for Ω in (3.29), we can solve for the metric perturbation Ω, which implies

that the AdS2 metric gets corrected at the same order as the dilaton. The on-shell

(boundary) action obtained then by using the linearized field equations in (3.28)

gives terms at quadratic order in the perturbations,

S2 =
1

16πG2

∫
dt
√
−γ nµ

( 2r2
0

3L2
(Ω ∂µφ− φ ∂µΩ)

)
, (3.31)

where nµ is the outward unit normal to the boundary.

3.1.1.2 The Schwarzian effective action

In this section, we switch to Euclidean time τ = it. The Gibbons-Hawking boundary

term in the 2-dimensional theory arises from the reduction of the corresponding term

in the higher dimensional theory. The Gibbons-Hawking term on the 3-dimensional

boundary of the 4-dimensional theories described by the Euclidean form of the action

(3.1) is

S4d
GH = − 1

8πG4

∫
d3x
√
γ(3) K(4) , (3.32)
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where the extrinsic curvature is defined as K
(4)
AB = 1

2
(∇AnB +∇BnA), nA being the

outward unit normal to the 3-dimensional boundary. Using the ansatz (3.6) for the

T 2-compactification, dimensionally reducing and performing the Weyl transforma-

tion of the 2-dimensional metric gµν = Φg
(2)
µν , the Gibbons-Hawking term reduces

to1

S4d
GH = − 1

16πG2

∫
dτ
√
γ
(

2 Φ2K +
3

2
nµ ∂

µΦ2
)
. (3.33)

The Ricci scalar term in the bulk 4-dim Euclidean action upon dimensional reduction

and after the Weyl transformation becomes

−
√
g(4)R(4) = −√g

(
Φ2R− 3

2
∇2Φ2

)
. (3.34)

Note also that
√
g(4) =

√
g(2)Φ2 and Φ2 = gxx . We write the the total derivative

term (the second term) in (3.34) as a boundary term

− 1

16πG2

∫
d2x
√
g
(
− 3

2
∇2Φ2

)
=

1

16πG2

∫
dτ
√
γ
(3

2
nµ∂

µΦ2
)
. (3.35)

We see that this boundary term which comes from the dimensional reduction of

the bulk action in 4-dimensions cancels the second term in (3.33), thereby giving

the Gibbons-Hawking term on the boundary of the 2-dimensional theory as (see

Appendix C.4.1 for a detailed derivation)

SGH = − 1

8πG2

∫
dτ
√
γ Φ2K . (3.36)

Expanding the Gibbons-Hawking term in the perturbations (3.25) and adding it to

the Euclidean form of S2 (which is SE2 = −iS2, with t = −iτ in S2), the leading

term in the total boundary action Ibdy = SE2 + SGH arises at linear order in the

dilaton perturbation (with subleading terms at quadratic order). To illustrate this

in greater detail, it is important that we define the dilaton perturbation in (3.25) in

a physically appropriate manner. Since the background value Φb is constant, it is

sensible to define the dilaton perturbation as

Φ = Φb (1 + φ̃) , Φb =
r0

R
⇒ φ̃ =

Φ− Φb

Φb

� 1 . (3.37)

Thus with this redefinition, the perturbation is reasonable since it automatically

satisfies φ̃ � 1. In terms of the dilaton background value Φb, the entropy (3.14) is

1We have K(4) = γ(3)ABK
(4)
AB = γ(3) ττK

(4)
ττ + 2γ(3) xxK

(4)
xx , with K

(4)
xx = −Γrxxnr = 1

2nr∂
rΦ2 =

1
2nµ∂

µΦ2 becomes K(4) = K(2) + Φ−2nµ∂
µΦ2. Then (3.32) gives (3.33) after the Weyl transfor-

mation.
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simply

SBH =
Φ2
b V2

4G4

=
Φ2
b

4G2

. (3.38)

This gives

S
(1)
GH = − 2Φ2

b

8πG2

∫
dτ
√
γ φ̃K −→ − Φ2

b

4πG2

∫
du φr(u) {τ(u), u} . (3.39)

In evaluating the last term, we take the boundary of AdS2 as a slightly deformed

curve (τ(u), ρ(u)) parametrized by the boundary coordinate u, and define φ̃ = φr(u)
ε

,

as discussed in [36] (reviewed in [143]). Now using the outward unit normal nµ to

the boundary, we expand the extrinsic curvature. Expanding S
(1)
GH then leads to a

Schwarzian derivative action Sch(τ(u), u) = {τ(u), u} = τ ′′′

τ ′
− 3

2
( τ
′′

τ ′
)2 ; see Appendix

B.2 for a derivation. The integral above pertains only to AdS2 does not contain any

further scales besides the AdS2 scale L which also appears in the extrinsic curvature

giving the Schwarzian (also
√
γ = L

ε
). The various length scales in the original

extremal brane have been absorbed into the AdS2 scale L. Now we note that the

coefficient of the Schwarzian is in fact proportional to the entropy (3.38) of the

compactified extremal black brane with V2 finite (the dependence on Φb is expected

since it controls the transverse area). Since the entropy captures the number of

microstates of the unperturbed background, this is akin to a central charge of the

effective theory. Similar comments appear in [132] (see also [114], the Schwarzian

arising in some cases from the conformal anomaly).

It is worth noting that the coefficient in the Schwarzian term above is propor-

tional to the extremal entropy after the reasonable definition of the perturbation

as (3.37) by scaling out Φb: apart from this, the Schwarzian term here is as in

[36]. As discussed there, we note that the perturbation makes this nearly AdS2

and contributes to the near-extremal entropy via the Schwarzian. This can be ob-

tained as in the analysis there by a transformation τ(u) = tan τ̃(u)
2

which gives

S
(1)
GH = − Φ2

b

4πG2
φ̄r
∫
du
(
{τ̃(u), u}+ 1

2
τ̃ ′ 2
)

, treating φ̄r as constant. Solutions with

τ̃ = 2π
β
u have τ̃ ∼ τ̃ + 2π, giving the action S

(1)
GH = −2π2 Φ2

b

4πG2
φ̄r T = − logZ, giving

the near-extremal correction to the entropy ∆S = 4π
Φ2
b

4G2
φ̄r T (which, being linear in

temperature, can also be seen to be the specific heat): this again is proportional to

the background entropy with the perturbation defined as (3.37).

The remaining terms in the expansion of SGH and SE2 are all quadratic in perturba-

tions and thus subleading compared to S
(1)
GH . See also e.g. [114, 117, 119, 120], for

AdS2 backgrounds obtained from reductions of higher dimensional theories (see also
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[122]). In particular there are parallels with some of the analysis on the reduction

of near extremal black holes in [120].

Overall, expanding in the perturbations φ̃,Ω, we have I = SE + SGH = I0 + I1 +

I2 + . . . , with

I0 = − Φ2
b

16πG2

(∫
d2x
√
gR+ 2

∫
bndry

√
γ K

)
(3.40)

is the background Euclidean action (see (3.27)): it can be checked that U(Φb) = 0.

The action I0 is a topological term and gives the extremal entropy SBH =
Φ2
b

4G2
after

regulating this as a near-extremal background2. The linear terms are contained in

I1 = − 2Φ2
b

16πG2

∫
d2x
√
g φ̃
(
R− ∂U

∂Φ2

)
− 2Φ2

b

8πG2

∫
bndry

√
γ φ̃K , (3.41)

with ∂U
∂Φ2 |Φb = − 2

L2 , which is the Jackiw-Teitelboim theory [112, 113], which serves

as a simple model for AdS2 physics (with parallels with the SYK model). The

bulk term vanishes by the φ̃ equation giving the fixed background AdS2 geometry,

while the boundary term gives the Schwarzian as explained above. The analysis

here of the higher dimensional realization serves to recover the background entropy

as expected and reveal the various subleading terms beyond the Jackiw-Teitelboim

theory emerging from reduction: I2 is second order in perturbations, from SE2 (see

(3.31)) and the second order terms in the expansion of SGH ,

I2 = − 1

16πG2

∫
dτ
√
γ
[ 2r2

0

3L2
Φbn

ρ(Ω ∂ρφ̃−φ̃ ∂ρΩ)+2Φ2
b(φ̃

2K−2φ̃e−ωb∂ρΩ)
]
, (3.42)

expanding in conformal gauge.

2Here the Euclidean time periodicity, large for a small near-extremal temperature, precisely
cancels the small regularized change in the extremal horizon. In more detail, expanding f(r) in

(3.10) about extremality, we have f(r) ' 6(r−r0)
r2
0

(r− r0 + r0
6 (3− Q2

r4
0

)) ≡ 6
r2
0
(r− r′0 − δ

2 )(r− r′0 + δ
2 )

where δ = r0
6 (3− Q2

r4
0

) and r′0 = r0− δ
2 . Then the nearly AdS2 throat acquires a small horizon with

metric ds2 ∼ 9δ2

R4 ρ
2dτ2 +dρ2 near the origin: the Euclidean time periodicity then is ∆τ = β = 2πR2

3δ

consistent with (3.12). The horizon contribution to the action gives I0 = − Φ2
b

16πG2
∆τ δ

2 ( 12
R2 ) ≡ −βF

and thereby the background extremal entropy SBH = −I0.
The boundary terms in the action above cancel: to elaborate, we have the AdS2 metric ds2 =
L2

ρ2 (dτ2 + dρ2) . The boundary at ρ = ε has outward unit normal nρ = −Lρ . The extrinsic

curvature defined as Kµν = 1
2 (∇µnν +∇νnµ) gives Kττ = −Γρττnρ = L

ρ2 and K = γττKττ = 1
L .

Then the terms at the boundary cancel as − Φ2
b

16πG2
(
∫
dτ L

2dρ
ρ2 |hrznε (− 2

L2 ) + 2
∫
dτ Lε (− 1

L )) .
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3.2 Charged hyperscaling violating Lifshitz black

branes

Over the last several years, nonrelativistic generalizations of holography have been

investigated extensively: see e.g. [22] for a review of various aspects. A particular

family of interesting theories comprises the so-called hyperscaling violating Lifshitz

(hvLif) theories, which are conformal to Lifshitz theories. These arise as solutions to

Einstein-Maxwell-scalar theories, the U(1) gauge field and dilaton scalar necessary to

support the nonrelativistic background. For the most part, we regard these as effec-

tive gravity theories: in certain cases these can be shown to arise from gauge/string

realizations (see e.g. [99]).

These nonrelativistic black branes are uncharged. A minimal way to construct

charged black branes is to add an additional U(1) gauge field, which serves to sup-

ply charge to the black brane: see e.g. [184], [185], [186]. For these latter charged

black branes, there exist extremal limits where the near horizon geometry takes

the form AdS2 × X, and contains an AdS2 throat. Compactifying the transverse

space now allows us to study the extremal limits of these theories in the context

of a 2-dimensional dilaton gravity theory with additional matter, notably the scalar

descending from higher dimensions as well as gauge fields3.

3.2.1 4-dimensional charged hvLif black brane

Consider Einstein-Maxwell-scalar theory with a further U(1) gauge field, with action

[185]

S =

∫
d4x
√
−g(4)

[
1

16πG4

(
R(4) − 1

2
∂MΨ∂MΨ + V (Ψ)− Z1

4
F1MNF

MN
1

)
−Z2

4
F2MNF

MN
2

]
, (3.43)

where the scalar field dependent couplings and the scalar potential are

Z1 = eλ1Ψ , Z2 = eλ2Ψ , V (Ψ) = V0e
γΨ . (3.44)

3Note that in the AdS/CMT literature, these theories are referred to Einstein-Maxwell-dilaton
theories: we here use Einstein-Maxwell-scalar since the 2-dim dilaton Φ here is distinct from the
hvLif scalar Ψ.
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The field equations following from the above action are

R(4)
MN −

1

2
∂MΨ∂NΨ + gMN

V

2
− Z1

2

(
F1MPF

P
1N −

gMN

4
(F1)2

)
−8πG4Z2

(
F2MPF

P
2N −

gMN

4
(F2)2

)
= 0 ,

∇M∇MΨ + γV − λ1Z1

4
F1MNF

MN
1 − 4πG4λ2Z2F2MNF

MN
2 = 0 ,

∂M(
√
−g(4)Z1F

MN
1 ) = 0 , ∂M(

√
−g(4)Z2F

MN
2 ) = 0 . (3.45)

The charged hvLif black brane solution to these equations is

ds2 =
( r

rhv

)−θ[
− r2zf(r)

R2z
dt2 +

R2

r2f(r)
dr2 +

r2

R2
(dx2 + dy2)

]
,

f(r) = 1−
(r0

r

)2+z−θ
+

Q2

r2(1+z−θ)

(
1−

( r
r0

)z−θ)
,

F1rt =
√

2(z − 1)(2 + z − θ) e−
λ1Ψ0

2 r2
hv R

θ−z−4 r1+z−θ ,

F2rt =
Q
√

2(2− θ)(z − θ) e−
λ2Ψ0

2

4
√
πG4

Rz−θ−2 r−z+θ+1
hv r−(1+z−θ) ,

eΨ = eΨ0

(rhv r
R2

)√(2−θ)(2z−2−θ)
, (3.46)

being explicit with length scales, and

V0 =
(2 + z − θ)(1 + z − θ) e−γΨ0

R2−2θ r2θ
hv

, γ =
θ√

(2− θ)(2z − 2− θ)
,

λ1 =
−4 + θ√

(2− θ)(2z − 2− θ)
, λ2 =

√
2z − 2− θ

2− θ
.

(3.47)

Here rhv is the hyperscaling violating scale arising in the conformal factor in the

metric, and the charge parameter Q has dimensions of r1+z−θ: this is equivalent to

absorbing factors of rhv, R into Q. For z = 1, θ = 0, this scaling coincides with that

for the relativistic black brane in sec. 3.1.1.

In these charged hyperscaling violating Lifshitz black brane solutions to the action

(3.43), the gauge field A1 and the scalar field Ψ source the hyperscaling violating

Lifshitz background while the gauge field A2 giving charge to the black brane, as

mentioned above. This action (3.43) has also been defined by absorbing the Newton

constant into the definition of the hyperscaling violating gauge field A1 and scalar

Ψ (which thus makes A1 and Ψ dimensionless) while retaining the gauge field A2 in
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F2 as having mass dimension one. Thus the field strength F2 rt in (3.46) has mass

dimension 2, as for the relativistic brane.

The null energy conditions for the metric follow from the asymptotic hvLif geometry

[22] and are given by

(z − 1)(2 + z − θ) ≥ 0 , (2− θ)(2(z − 1)− θ) ≥ 0 . (3.48)

In addition, we require the gauge field A2 t to vanish at the boundary (r → ∞) so

that the theory does not ruin the hvLif boundary conditions we have assumed: this is

equivalent to assuming that these charged black branes represent finite temperature

charged states in the boundary hvLif theory. The background profile A2 t ∼ 1 −
( r0
r

)z−θ then implies that

z − θ ≥ 0 . (3.49)

These conditions together constrain the range of z, θ for these extremal nonrelativis-

tic black brane backgrounds, which will be important in the discussion of perturba-

tions later. Specifically:

(i) First, the last condition (3.49) is specific to the charged case: using this, the first

of the null energy conditions (3.48) implies that z ≥ 1.

(ii) From the second of the conditions (3.48), we have either 2−θ ≥ 0, 2z−2−θ ≥ 0,

or 2−θ < 0, 2z−2−θ < 0. Considering the second possibility, we obtain z ≥ θ ≥ 2,

but this implies 2z− 2− θ = z− 2 + z− θ > 0, which is a contradiction. This forces

2− θ ≥ 0, 2z − 2− θ ≥ 0.

Overall, this gives the conditions

z ≥ 1 , 2z − 2− θ ≥ 0 , 2− θ ≥ 0 , (3.50)

for the regime of validity of the z, θ exponents of the charged hvLif background

above. For the special case of z = 1, the NEC becomes (2 − θ)(−θ) ≥ 0, which

forces θ ≤ 0 by (3.50).

The relativistic limit of this charged hvLif black brane gives the relativistic electric

black brane discussed previously in sec. 3.1.1. From the constraint (3.50), we see

that the correct relativistic limit is to take first θ = 0 and then z = 1. In this limit,

we get

γ = 0, λ1 → −∞, λ2 = 0, V0 = 6/R2, Ψ = Ψ0. (3.51)
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With this the Einstein-Maxwell-scalar action (3.43) reduces to the Einstein-Maxwell

action (3.1), where F2 and V0 in (3.43) are identified with F and −2Λ in (3.1).

3.2.1.1 Extremality and attractors

In the extremal limit,

T =
(2 + z − θ)rz0

4πRz+1

(
1− (z − θ)Q2r

−2(1+z−θ)
0

(2 + z − θ)

)
= 0 =⇒ Q2 =

(2 + z − θ)
(z − θ)

r
2(1+z−θ)
0 ,

(3.52)

and the near horizon geometry becomes AdS2 × R2,

ds2 =
( r0

rhv

)−θ[
− r2z

0 f(r)

R2z
dt2 +

R2

r2
0f(r)

dr2 +
r2

0

R2
(dx2 + dy2)

]
,

f(r)|r→r0 '
(2 + z − θ)(1 + z − θ)

r2
0

(r − r0)2 ,

(3.53)

the AdS2 scale being R ( r0
rhv

)−θ/2. The Bekenstein-Hawking entropy is the horizon

area in Planck units

SBH =
( r2

0

R2

)( r0

rhv

)−θ V2

4G4

=
( z − θ

2 + z − θ

) 2−θ
2(1+z−θ) rθhv V2

4G4

Q(2−θ)/(1+z−θ)

R2
, (3.54)

where V2 =
∫
dxdy is the transverse area of the brane. For z = 1, θ = 0, this

coincides with the relativistic brane.

It is worth noting that the full metric in (3.46) is asymptotically of hvLif form, for

r � r0. The boundary of the theory could be taken as r ∼ rhv, i.e. the theory flows

to hvLif below this scale, in some bigger phase diagram. The AdS2 throat, well-

defined if r−r0
r0
� 1 and r−r0

R
� 1, is well-separated from the asymptotic hvLif region

if r−r0
rhv
� 1 and the AdS2 scale satisfies R ( r0

rhv
)−θ/2 � rhv i.e. R � rhv(

r0
rhv

)θ/2 .

Note that this is not vacuous since r0 � rhv so that r0
rhv
� 1 is a small factor.

Along the lines of the attractor mechanism discussion in [182], we would like to

convert this theory to a dilatonic gravity theory in 4-dimensions with a potential

(and no gauge fields). Towards this end, we integrate Maxwell’s equations in (3.45)

and use the solutions for field strengths in (3.46) to get

F tr
1 =

√
2(z − 1)(2 + z − θ) e

λ1Ψ0
2 rθ−2

hv R1−θ
√
−g eλ1Ψ

,

F tr
2 =

Q
√

2(2− θ)(z − θ) e
λ2Ψ0

2 rz−1
hv

4
√
πG4R2z+1−θ √−g eλ2Ψ

. (3.55)
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Substituting (3.55) in (3.45), we obtain equations of motion for the metric and the

scalar field Ψ, which can be derived from the following equivalent action

S =
1

16πG4

∫
d4x
√
−g
(
R− 1

2
(∂Ψ)2 − Veff (Ψ)

)
,

Veff (Ψ) = −(2 + z − θ)(1 + z − θ)
R2−2θr2θ

hv

eγ(Ψ−Ψ0) (3.56)

+
1

g2
xx

((z − 1)(2 + z − θ)r2θ−4
hv R2−2θ

eλ1(Ψ−Ψ0)
+

(2− θ)(z − θ)Q2r2z−2
hv R−4z−2+2θ

eλ2(Ψ−Ψ0)

)
.

The explicit scales show that the potential term-by-term has mass dimension 2.

This equivalent action is obtained by substituting the solutions for F tr
1 and F tr

2 in

the action (3.43) and changing the signs of F 2
1 , F 2

2 terms, as earlier. At the critical

point (extremality),

gxx =
( r0

rhv

)−θ(r0

R

)2

, eΨ = eΨ0

(rhv r0

R2

)√(2−θ)(2z−2−θ)
,

Q2 =
(2 + z − θ)

(z − θ)
r

2(1+z−θ)
0 , (3.57)

the first and second derivatives of Veff ((B.2), (B.3)) are

∂Veff
∂Ψ

∣∣∣
ext

= 0 ,
∂2Veff
∂Ψ2

∣∣∣
ext

=
4(z − 1)(2 + z − θ)(1 + z − θ)

2z − 2− θ
rθ0

rθhvR
2
> 0 ,

(3.58)

which imply that the extremal point is stable for all values of z, θ allowed by the

conditions (3.50). It is worth mentioning that for z = 1 and θ nonzero, these and all

higher derivatives of Veff in fact vanish (see (B.5)): thus we obtain no insight into

the stability of these attractors in this case and we will not discuss this subcase in

what follows.

3.2.2 Dimensional reduction to 2-dimensions

Compactifying the two spatial dimensions, xi as T 2, we dimensionally reduce with

the metric ansatz (3.6), taking the lower dimensional fields g
(2)
µν ,Φ,Ψ, A1, A2, to be

T 2-independent: then the action (3.43) reduces to (B.6). Performing a Weyl trans-

formation, gµν = Φg
(2)
µν to absorb the kinetic term for the dilaton Φ in the Ricci

scalar, the 2-dimensional action (B.6) becomes
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S =

∫
d2x
√
−g
[ 1

16πG2

(
Φ2R− Φ2

2
∂µΨ∂µΨ + V Φ− Φ3

4
Z1F1µνF

µν
1

)
−V2Φ3

4
Z2F2µνF

µν
2

]
. (3.59)

We only retain fields with nontrivial background profiles: more general comments

appear later. The Maxwell equations for the gauge fields are

∂µ(
√
−gΦ3Z1F

µν
1 ) = 0 , ∂µ(

√
−gΦ3Z2F

µν
2 ) = 0 . (3.60)

Integrating and using F1rt, F2rt from (3.46) to fix the integration constants gives

F µν
1 =

√
2(z − 1)(2 + z − θ) e

λ1Ψ0
2 rθ−2

hv R1−θ
√
−g Z1 Φ3

εµν ,

F µν
2 =

Q
√

2(2− θ)(z − θ) e
λ2Ψ0

2 rz−1
hv

4
√
πG4R2z+1−θ√−g Z2 Φ3

εµν , (3.61)

where εµν satisfies εtr = 1 = −εrt and εµν = gµρgνσε
ρσ. We substitute the solutions

(3.61) in the remaining field equations obtained by varying the action (3.59) (i.e.

eq. (B.7)) to obtain

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(Φ2

2
(∂Ψ)2 + U

)
− Φ2

2
∂µΨ∂νΨ = 0 ,

R− 1

2
(∂Ψ)2 − ∂U

∂(Φ2)
= 0 ,

1√
−g

∂µ(
√
−gΦ2∂µΨ)− ∂U

∂Ψ
= 0 , (3.62)

where U(Φ,Ψ) is an effective interaction potential. These equations can then be

obtained from the following equivalent action (Appendix B.3)

S =
1

16πG2

∫
d2x
√
−g

(
Φ2R− Φ2

2
(∂Ψ)2 − U(Φ,Ψ)

)
, (3.63)

U(Φ,Ψ) = −(2 + z − θ)(1 + z − θ)
R2−2θr2θ

hv

eγ(Ψ−Ψ0) Φ

+
1

Φ3

((z − 1)(2 + z − θ)r2θ−4
hv R2−2θ

eλ1(Ψ−Ψ0)
+

(2− θ)(z − θ)Q2r2z−2
hv R−4z−2+2θ

eλ2(Ψ−Ψ0)

)
,

where V0, γ, λ1, λ2 are given in (3.47). This equivalent action is obtained by sub-

stituting the solutions for F µν
1 , F µν

2 in terms of the dilaton Φ2 and the scalar Ψ in

the action (3.59) and changing the signs of F 2
1 , F 2

2 terms, as discussed in the case

for relativistic electric black brane, sec. 3.1.1. Also note that the relativistic electric

black brane is a special case of the dilaton-gravity-matter theory, considered here,
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for θ = 0 and z = 1.

We note that the scalar Ψ that descends from the hyperscaling violating scalar

in higher dimensions is not minimally coupled in the 2-dimensional theory. The

potential U(Φ,Ψ) contains nontrivial interactions between the dilaton Φ and the

hvLif scalar Ψ. Thus the small fluctuation spectrum of the dilaton and Ψ are coupled,

and one might worry about the stability of the 2-dimensional attractor. This is

reminiscent of multi-field inflation models, where one scalar field provides a slow-roll

phase while another scalar provides a waterfall phase, ending inflation. In the current

context, stability would require that no tachyonic modes arise from the interaction

induced by U(Φ,Ψ) between Φ and Ψ. We will address this soon.

The field equations (3.62) admit a constant dilaton, AdS2 solution as

ds2 = L2
[
− r2z−3θ

0

R2zr−3θ
hv L4

(r − r0)2dt2 +
dr2

(r − r0)2

]
,

Φ2 =
( r0

rhv

)−θ(r0

R

)2

, eΨ = eΨ0

(rhv r0

R2

)√(2−θ)(2z−2−θ)
,

L2 ≡ Rr
1− 3θ

2
0 r

3θ
2
hv

(2 + z − θ)(1 + z − θ)
, Q2 =

(2 + z − θ)
(z − θ)

r
2(1+z−θ)
0 . (3.64)

Let us choose conformal gauge by doing a coordinate transformation,

ρ =
Rz+1r1−z

0

(2 + z − θ)(1 + z − θ)
1

(r − r0)
. (3.65)

In conformal gauge, the AdS2 metric in (3.64) can be written as

ds2 = e2ω(−dt2 + dρ2) = e2ω(−dx+dx−), e2ω =
L2

ρ2
, (3.66)

where the lightcone coordinates are x± = t± ρ and L is the radius of AdS2. To see

that (3.63) admits the above AdS2 solution, we compute ∂U
∂Φ2 for the above solution,

which gives
∂U

∂Φ2
= −2

(2 + z − θ)(1 + z − θ)

Rr
1− 3θ

2
0 r

3θ
2
hv

= − 2

L2
. (3.67)

From (3.62) for Ψ = constant (from (3.64)), we get the Ricci scalar as

R =
∂U

∂Φ2
= − 2

L2
. (3.68)
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3.2.2.1 Perturbations about AdS2

As before, we turn on perturbations to fields with background profiles, i.e. to the

metric, the dilaton Φ and the scalar field Ψ,

Φ = Φb+φ(x+, x−) , ω = ωb+Ω(x+, x−) , Ψ = Ψb+
√

2z − 2− θ ψ(x+, x−) ,

(3.69)

where Φb, ωb and Ψb denote the (3.64) background solution. Expanding the action

(3.63) (in conformal gauge) about this background gives

S =
1

16πG2

∫
d2x

(
4Φ2∂+∂−ω+Φ2∂+Ψ∂−Ψ− e

2ω

2
U(Φ,Ψ)

)
≡ S0+S1+S2 , (3.70)

where

S0 =
1

16πG2

∫
d2x

(
4Φ2

b∂+∂−ωb + Φ2
b∂+Ψb∂−Ψb −

e2ωb

2
U(Φb,Ψb)

)
(3.71)

is the background action and S1 vanishes by the equations of motion. S2 is quadratic

in perturbations and is given by

S2 =
1

16πG2

∫
d2x

r2−2θ
0 r2θ

hv

L2(2 + z − θ)(1 + z − θ)

[
8φ ∂+∂−Ω +

16

(x+ − x−)2
φΩ

+
r2−2θ

0 r2θ
hv

L2(2 + z − θ)(1 + z − θ)

(
(2z − 2− θ)∂+ψ∂−ψ −

4(z − 1)

(x+ − x−)2
ψ2
)

+
1

(x+ − x−)2

(
− 16L2(2 + z − θ)(1 + z − θ)

r2−2θ
0 r2θ

hv

φ2 +
8 θ√

(2− θ)
ψφ
)]
.

(3.72)

Varying this action, we get the linearized equations of motion for the perturbations,

∂+∂−φ+
2

(x+ − x−)2
φ = 0 ,

(2z−2−θ)∂+∂−ψ+
1

(x+ − x−)2

(
4(z−1)ψ−L

2(2 + z − θ)(1 + z − θ)
r2−2θ

0 r2θ
hv

4θ√
(2− θ)

φ
)

= 0 ,

(3.73)

∂+∂−Ω +
1

(x+ − x−)2

(
2 Ω− 4L2(2 + z − θ)(1 + z − θ)

r2−2θ
0 r2θ

hv

φ+
θ√

(2− θ)
ψ

)
= 0 .

These equations are consistent at linear order with the “constraint” equations for the

±± components of the Einstein equation in (3.62): see Appendix, eq.(B.8)-(B.10).

We see that the equation for ψ is coupled to φ as well: defining a new field ζ,
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ζ = ψ − 2√
2− θ

L2(2 + z − θ)(1 + z − θ)
r2−2θ

0 r2θ
hv

φ , (3.74)

decouples the equations for ζ and φ, which now become

∂+∂−φ+
2

(x+ − x−)2
φ = 0 ,

(2z − 2− θ)∂+∂−ζ + 2(z − 1)
2

(x+ − x−)2
ζ = 0 ,

∂+∂−Ω +
1

(x+ − x−)2

(
2Ω +

2(3θ − 4)

(2− θ)
L2(2 + z − θ)(1 + z − θ)φ

r2−2θ
0 r2θ

hv

+
θ ζ√

(2− θ)

)
= 0 .

(3.75)

In this form, the perturbations φ and ζ are equivalent to scalars with positive mass

propagating in a perturbed AdS2 background, with equation of motion 1√
−g∂µ(

√
−g

gµν∂νφ)−m2φ = 0: in conformal gauge this is ∂+∂−φ + m2L2

(x+−x−)2φ = 0. Let us look

at a few special cases here:

� For z = 1, θ = 0, we have seen that this system reduces to the relativistic

brane case studied earlier (3.29), and the Ψ scalar (the nonrelativistic scalar in

higher dimensions) can be then seen to decouple from the system: in particular,

the terms containing ψ-perturbations vanish in the action (3.72) for quadratic

perturbations. This is expected from the fact that the original action for

the higher dimensional nonrelativistic theory reduces to the relativistic brane

theory as z → 1, θ → 0, as discussed after (3.43). In effect, we have defined

the ψ-perturbation in (3.69) so that the relativistic brane limit arises smoothly,

and the Ψ-scalar freezes out. This is also reflected in the linearized equations

for perturbations.

� For θ = 0 and z > 1, both φ and ζ have positive mass term coefficients, and

further ζ decouples entirely from the Ω equation. This means that in fact any

linear combination of the fields Aφ+Bζ also in fact has a positive mass term

coefficient in its linearized fluctuation equation, as can be seen by taking that

linear combination of the two equations ∂+∂−(Aφ+Bζ)+ 2
(x+−x−)2 (Aφ+Bζ) =

0. The linear fluctuation analysis thus suggests that the attractor point is in

fact perfectly stable for small fluctuations.

� For θ 6= 0 and z = 1, we see that the ζ field is a massless mode and further it

does not decouple from the Ω equation. This suggests that the linear stability

analysis is insufficient to determine stability of the attractor point. However in

this case, there is a more basic concern: looking back at the higher dimensional
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system (3.58), we see that in fact
∂2Veff
∂Ψ2 = 0 in this case (in fact all derivatives

vanish, (B.5)), so that the higher dimensional theory is also not manifestly a

stable attractor. Thus the relevance of the 2-dimensional theory is less clear

in this case.

� For generic z, θ values satisfying the energy conditions (3.48), (3.49), (3.50), we

see that the mass term coefficients for both φ and ζ perturbations are positive.

Now a generic linear combination of the fields Aφ+Bζ satisfies(
∂+∂− +

2

(x+ − x−)2

)
(Aφ+ (2z − 2− θ)Bζ) = − 2

(x+ − x−)2
θ Bζ . (3.76)

This is akin to a scalar field Aφ+(2z−2−θ)Bζ with positive mass, driven by the

source field ζ. Since ζ is also a positive mass scalar, small fluctuations do not

contain any unstable modes growing in time. Thus the general perturbation

also is stable. To elaborate a bit further, imagine long-wavelength modes of

φ, ζ which are spatially uniform, i.e. φ = φ(t), ζ = ζ(t). Now the linearized

equations are of the form φ̈ + m2
φφ = 0, ζ̈ + m2

ζζ = 0, so that these fields are

effectively decoupled harmonic oscillators. Then the general field is a driven

oscillator, with the driving force itself executing small oscillations: so there

are no unstable modes growing in time. It is important to note that the

positivity of the mass term coefficients and the stability they imply stems

from the energy conditions and asymptotic boundary conditions, which force

z > 1 and 2z − 2− θ > 0 for generic z, θ values.

It is worth noting that for fixed ζ, the relative sizes of the dilaton φ and hvLif

scalar ψ perturbations are ψ
φ
∼ L2

r2
0

( r0
rhv

)2θ � L2

r2
0

for θ > 0 since r0
rhv
� 1 .

It is worth comparing this analysis with that for the higher dimensional theory

discussed earlier in (C.31), (3.58): the scalar Ψ has a canonical kinetic term and

the equation governing small fluctuations of Ψ about the attractor point acquires a

mass term from ∂2U
∂Ψ2 , whose positivity dictates the stability of the attractor point.

For a theory with two scalars φ1, φ2 with canonical kinetic terms, the stability of

the linearized fluctuations can again be studied by studying the second derivative

matrix of the potential U(φ1, φ2) or the Hessian [ ∂2U
∂φi∂φj

]. Positivity of the Hessian

then translates to stability of the attractor extremum. In the present case however,

the effective action is (3.63), and the kinetic terms for Φ, Ψ are not canonical: thus

the naive Hessian analysis to study the stability of U(Φ,Ψ) about the attractor point

is not valid. Instead we must analyze perturbations about the attractor point, which

are governed by the above equations. From these equations, we see that the mass

terms for the decoupled fields ζ and φ are positive.
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In terms of φ and ζ, the quadratic action becomes

S2 =
1

16πG2

∫
d2x

r2−2θ
0 r2θ

hv

L2(2 + z − θ)(1 + z − θ)

[
8φ ∂+∂−Ω +

16

(x+ − x−)2
φΩ

+
r2−2θ

0 r2θ
hv

L2(2 + z − θ)(1 + z − θ)

(
(2z − 2− θ)∂+ζ∂−ζ −

4(z − 1)

(x+ − x−)2
ζ2
)

+
L2(2 + z − θ)(1 + z − θ)

r2−2θ
0 r2θ

hv

(4(2z − 2− θ)
(2− θ)

∂+φ∂−φ−
16(z + 1− 2θ)

(2− θ)(x+ − x−)2
φ2
)

+ 2

√
2z − 2− θ

2− θ
(∂+ζ∂−φ+ ∂−ζ∂+φ)− 8(2z − 2− θ)√

2− θ
ζφ

(x+ − x−)2

]
.

(3.77)

It can be checked that varying this action leads to the linearized equations written

in terms of φ, ζ above.

3.2.2.2 The Schwarzian

In this section, we switch to Euclidean time τ = it. From the linearized equations

(3.73), we see that the dilaton fluctuation φ is decoupled from the metric and scalar

fluctuations Ω and ψ, as in the case of the relativistic brane. So solving the equation

for φ (i.e. the Euclidean form of (3.73)) gives, as before,

φ =
a+ bτ + c(τ 2 + ρ2)

ρ
, (3.78)

where a, b, c are independent constants. Substituting φ in the equation for ψ in

(3.73), we can solve for the scalar perturbation ψ. Using these solutions for φ and ψ

in the equation for Ω in (3.73), we can solve for the metric perturbation Ω. We see

that the AdS2 metric gets corrected at the same order as the dilaton and the scalar

field. The Euclidean on-shell (boundary) action obtained by using linearized field

equations in (3.77) and changing to Euclidean time τ = it is

SE2 = − 1

16πG2

∫
dτ
√
γ nµ

r2−2θ
0 r2θ

hv

L2(2 + z − θ)(1 + z − θ)

[
4(Ω∂µφ− φ∂µΩ)

−(2z − 2− θ)√
2− θ

(φ∂µζ + ζ∂µφ)− L2(2 + z − θ)(1 + z − θ)
r2−2θ

0 r2θ
hv

2(2z − 2− θ)
(2− θ)

φ∂µφ

− r2−2θ
0 r2θ

hv

L2(2 + z − θ)(1 + z − θ)
(2z − 2− θ)ζ∂µζ

]
. (3.79)

The discussion of the Gibbons-Hawking term is very similar to that in sec. 3.1.1.2

so we will not be detailed. The Gibbons-Hawking boundary term for the Euclidean
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form of the bulk action (3.63) is

SGH = − 1

8πG2

∫
dτ
√
γ Φ2K , (3.80)

arising as discussed in the case of the relativistic electric brane earlier. As in

sec. 3.1.1.2, we now redefine the dilaton perturbation after rescaling the background

value Φb out, so that the perturbation satisfies Φ−Φb
Φb
≡ φ̃ � 1. A similar redefi-

nition is appropriate for the hvLif scalar Ψ as well (we have however retained the

perturbations in (3.69) without this rescaling simply with a view to not cluttering

the resulting expressions). Then the perturbation, the background value (3.64) and

the entropy (3.54) are

Φ = Φb (1 + φ̃) , Φ2
b =

( r0

rhv

)−θ(r0

R

)2

, SBH =
Φ2
b V2

4G4

=
Φ2
b

4G2

. (3.81)

This gives

S
(1)
GH = − 2Φ2

b

8πG2

∫
dτ
√
γ φ̃K −→ − Φ2

b

4πG2

∫
du φr(u) {τ(u), u} . (3.82)

In evaluating the last term, we take the boundary of AdS2 as a slightly deformed

curve (τ(u), ρ(u)) parametrized by the boundary coordinate u, as discussed in [36]

(reviewed in [143]), and expand the extrinsic curvature using the outward unit normal

nµ to the boundary. Expanding S
(1)
GH leads to the action above, which contains the

Schwarzian derivative Sch(τ(u), u) = {τ(u), u} = τ ′′′

τ ′
− 3

2
( τ
′′

τ ′
)2 . The integral above

pertains simply to the AdS2 scale L, into which the various length scales in the

nonrelativistic theory have been absorbed. We have also as before defined φ̃ = φr(u)
ε

and
√
γ = L

ε
.

As for the relativistic brane sec. 3.1.1.2 and (3.39), we note that the coefficient of

the Schwarzian effective action is proportional to the entropy (3.54), (3.81) of the

compactified black brane, with V2 finite. As in sec. 3.1.1.2, this coefficient as the

entropy arises after making the reasonable definition of the dilaton perturbation as

in (3.81), scaling out the background Φb. The entropy now contains only Φb, which

controls the transverse area. Since the entropy captures the number of microstates

of the unperturbed background, this is akin to a central charge.

This is the leading term in the total boundary action Ibdy = SE2 +SGH . The remaining

terms in the expansion of SGH and SE2 are all quadratic in perturbations and hence

are subleading compared to S
(1)
GH which contains the dilaton perturbation alone at
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linear order, as for the relativistic brane discussed earlier. This universal behaviour

is in accord with the general arguments in e.g. [36].

Thus overall, expanding in the perturbations φ̃, Ω, ψ, we have I = SE + SGH =

I0 + I1 + I2 + . . . , where

I0 = − Φ2
b

16πG2

(∫
d2x
√
gR+ 2

∫
bndry

√
γ K

)
, (3.83)

is the background action (see (3.71)): here Ψb is constant and it can be checked

that U(Φb,Ψb) = 0. This is a topological term and gives the extremal entropy, very

similar to the detailed discussion for the relativistic brane sec. 3.1.1.2. The linear

terms are contained in

I1 = − 2Φ2
b

16πG2

∫
d2x
√
g φ̃
(
R− ∂U

∂Φ2
− 1

2
(∂Ψb)

2
)
− 2Φ2

b

8πG2

∫
bndry

√
γ φ̃K

− 1

16πG2

∫
d2x
√
g
(
− Φ2

b

2
∂µΨb∂

µψ − ψ∂U
∂Ψ

)
. (3.84)

On the AdS2 background with a constant dilaton Φb and a constant hvLif scalar

field Ψb, we get ∂U
∂Φ2 |(Φb,Ψb) = − 2

L2 and the second line in the expression for I1 above

vanishes by the Ψ equation in (3.62). Thus, I1 reduces to

I1 = − 2Φ2
b

16πG2

∫
d2x
√
g φ̃
(
R+

2

L2

)
− 2Φ2

b

8πG2

∫
bndry

√
γ φ̃K , (3.85)

which is the Jackiw-Teitelboim theory. The fluctuations of the scalar Ψ now propa-

gate on the fixed AdS2 background at this order. However we see as in sec. 3.1.1.2

that there are various subleading terms at quadratic order ((3.79) and from the

Gibbons-Hawking term, see (3.42), as well as possible counterterms), containing the

perturbations to the dilaton Φ, metric and scalar Ψ, which all mix (at the same or-

der as the metric): the fluctuation spectrum is stable for physically sensible theories

satisfying the energy conditions as we have seen. These encode information about

the regularization of the AdS2 theory by the particular higher dimensional hvLif

theory.

3.2.2.3 More general perturbations

In the above analysis we have restricted ourselves to the dimensional reduction of

perturbations to only those components of fields (metric, gauge fields, scalar) which

have non-trivial background values in the higher dimensional theory. More generally,

considering the dimensional reduction of perturbations to all the components of all
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the fields (some of which have trivial background values) gives

hMN → hµν , hµi, hij ; A
(1,2)
M → A(1,2)

µ , A
(1,2)
i ; φ→ φ , (3.86)

i.e. tensor, vector and scalar perturbations in the 2-dimensional theory (note that

the 2-dim dilaton is gxx). For instance this includes the shear perturbation hxy in

the higher dimensional theory as well the spatial components of the gauge fields

A1 i, A2 i for i = x, y which reduce respectively to a non-minimally coupled scalar

(h = g(4)xxhxy) and minimally coupled scalars A1 i = χ
(1)
i , A2 i = χ

(2)
i in the 2-

dimensional theory. The terms in the full 2-dimensional action which govern these

perturbations are

S =
1

16πG

∫
d2x
√
−g
[
· · · − Φ2

2
(∂h)2 − eλ1Ψ

2
(∂χ

(1)
i )2 − eλ2Ψ

2
(∂χ

(2)
i )2

]
. (3.87)

The terms involving hxy arise from the higher dimensional Ricci scalar and so con-

tain the overall dilaton factor Φ2 under reduction to 2-dimensions. The linearized

equations for hxy in the higher dimensional theory in e.g. [161, 166, 180] can be

dimensionally reduced to 2-dimensions: at zero momentum, this is consistent with

the Kaluza-Klein ansatz for reduction and the action above. Expanding these terms

around the background AdS2, the leading contributions from these terms appear at

quadratic order in perturbations

S2 =
1

16πG

∫
d2x
√
−g
[
· · · − Φ2

b

2
(∂h)2 − eλ1Ψb

2
(∂χ

(1)
i )2 − eλ2Ψb

2
(∂χ

(2)
i )2

]
. (3.88)

These are subleading compared to S
(1)
GH and thus do not contribute to the Schwarzian.

3.3 On a null reduction of the charged AdS5 black

brane

In [99] (see also [101]), it was argued that the null reduction of AdS plane waves,

highly boosted limits of uncharged black branes, gives rise to hvLif theories with

certain specific z, θ exponents. The lower dimensional hvLif gauge field and scalar

arise as the KK gauge field and scalar under x+-reduction. One might imagine that

considering such a null reduction of the charged relativistic black brane might be

interesting along these lines. In this section, we describe an attempt to obtain the

charged hvLif black branes here by a null x+-reduction of the charged relativistic

black brane in one higher dimension. Unfortunately this turns out to be close,
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but not quite on the nose: while the charge electric gauge field upstairs does give

rise to an electric field in the lower dimensional theory, it also leads to an additional

background scalar profile. It would be interesting to understand if this can be refined

further.

The action for a charged AdS5 black brane [22] is4

S =
1

2κ2

∫
d5x
√
−g
[
R− 2Λ− 2κ2

e2

F 2

4

]
. (3.89)

The charged AdS5 black brane metric is

ds2 =
L2

r2

(
− f(r)dt2 +

dr2

f(r)
+ dx2

1 + dx2
2 + dx2

3

)
, (3.90)

f(r) = 1−
(

1 +
r2

0µ
2

γ2

(
1− r2

r2
0

))( r
r0

)4

, γ2 =
3e2L2

2κ2
, (3.91)

where the horizon is at r = r0 and the boundary at r → 0. The gauge field At,

charge density ρ and temperature are

At = µ

(
1−

( r
r0

)2
)
, ρ =

2L

e2r2
0

µ , T =
1

4πr0

(
4− 2

r2
0µ

2

γ2

)
. (3.92)

Transforming to lightcone coordinates, x± = t±x3√
2

and performing a boost x± →
λ±x±, the metric becomes

ds2 =
L2

r2

(
− f(r)

(λdx+ + λ−1dx−√
2

)2

+
(λdx+ − λ−1dx−√

2

)2

+
dr2

f(r)
+ dx2

1 + dx2
2

)
.

(3.93)

Completing squares in dx+, we get

ds2 = − 2L2r2
0f(r)

λ2r6
(

1 +
r2
0µ

2

γ2

(
1− r2

r2
0

))(dx−)2 +
L2

r2

(
dr2

f(r)
+ dx2

1 + dx2
2

)

+
L2λ2r2

2r4
0

(
1 +

r2
0µ

2

γ2

(
1− r2

r2
0

))
(dx+ +A−dx−)2 ,

(3.94)

A− =
−1 + r4

2r4
0

(
1 +

r2
0µ

2

γ2

(
1− r2

r2
0

))
λ2r4

2r4
0

(
1 +

r2
0µ

2

γ2

(
1− r2

r2
0

)) . (3.95)

The first line in (3.94) after incorporating the conformal factor from x+-reduction

leads approximately to the 4-dim hvLif metric with z = 3, θ = 1, in the vicinity of

r → 0 and r → r0. The KK-gauge field becomes the F1 gauge field in the lower

4In this section, r → 0 is the boundary.
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dimensional theory: its form becomes that of F1rt only in the vicinity of the horizon

r → r0, giving A1− ≡ A1t ∼ − 1
(λ2/r4

0)r4 + 1
λ2 , where we hold λ2

r4
0

fixed which preserves

the first term (while the 2nd term dies). This reduction to hvLif is exact if µ = 0,

as in [99] for zero temperature (and [101, 161, 166, 180] for finite temperature).

Likewise the At ≡ A2t gauge field giving charge becomes in the lower dimensional

theory

A2+ = λA2t , A2− =
1

λ
A2t → A4d

2t . (3.96)

Scaling the chemical potential as µ→ µ
λ

= fixed, we obtain precisely the gauge field

profile for A2t: however A2+ survives as a scalar background in the lower dimensional

theory.

It can also be seen that the relativistic brane action (3.1) gives rise upon x+-reduction

to the hvLif action (3.43), upto the extra scalar arising from A2+. It would be

interesting look for refinements of the discussion here, towards decoupling this extra

scalar.

3.4 Discussion

We have studied dilaton-gravity theories in 2-dimensions obtained by dimensional

reduction of certain families of extremal charged hyperscaling violating Lifshitz black

branes in Einstein-Maxwell-scalar theories with an extra gauge field in 4-dimensions.

We have argued that the near horizon AdS2 backgrounds here can be obtained in

equivalent theories of 2-dim dilaton-gravity with an extra scalar, descending from

the higher dimensional scalar, and an interaction potential with the dilaton. A

simple subcase is the relativistic black brane with z = 1, θ = 0 (which has no extra

scalar), which we have analysed in detail. Studying linearized fluctuations of the

metric, dilaton and the extra scalar about these AdS2 backgrounds suggests stability

of the attractor background generically. This is correlated with the requirements

imposed by the energy conditions on these backgrounds. From the study of small

fluctuations, we have seen that the leading corrections to AdS2 arise at linear order

in the dilaton perturbation resulting in a Schwarzian derivative effective action from

the Gibbons-Hawking term, and Jackiw-Teitelboim theory at leading order. We

have also seen that the coefficient of the Schwarzian derivative term, (3.39), (3.82),

is proportional to the entropy of the (compactified) extremal black branes after

defining the perturbations by scaling out the background values (3.37), (3.81): this

being the number of microstates of the unperturbed background is thus akin to a

central charge. The background entropy arises automatically as a topological term
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from the compactification. There are of course various subleading terms in the

action at quadratic order which mix at the same order as the metric: these encode

information on the higher dimensional realization of these AdS2 backgrounds.

We have explored certain classes of such extremal backgrounds: it would be inter-

esting to understand the space of such AdS2 theories in a more systematic manner.

One might imagine that the parameters in these theories, for instance the dynamical

exponents, are reflected in the spectrum of correlation functions, thus distinguishing

the specific ultraviolet regularization of the AdS2 regimes. This requires better un-

derstanding of the subleading terms beyond the Schwarzian, which in turn requires

a systematic treatment of counterterms and holographic renormalization. We hope

to explore these further.

From the point of view of the dual theories, it would seem that the present 2-dim

backgrounds are dual to 1-dimensional theories arising from T 2 compactifications

of the dual field theories. It would be interesting to understand these better, in

part towards possibly exploring parallels with the SYK models [40, 41], discussed

more recently in e.g. [130, 36, 131, 132] and related SYK/tensor models (see e.g.

[133, 134, 135, 136, 137, 138, 139, 140, 141, 142]).



Chapter 4

AdS2 holography from redux,

renormalization group flows and

c-functions

2-dimensional dilaton gravity is an interesting and relatively simple playground for

various physical questions, arising generically from dimensional reduction of higher

dimensional gravitational theories, as is well known. In particular the near horizon

geometry of extremal black holes and branes in these theories is of the form AdS2×X:

compactifying the transverse space X gives rise to effective 2-dim dilaton-gravity

theories with AdS2 arising as an attractor point with constant dilaton (which controls

the size of X).

Away from the AdS2 throat region, the 2-dim theory exhibits nontrivial evolution

and it is interesting to ask if this can be interpreted as a holographic renormalization

group flow. There is a long and rich history of formulating versions of the renormal-

ization group in the holographic context, beginning with e.g. [62, 63, 64, 65, 66, 67].

The central feature here is the correspondence between the radial coordinate in the

bulk spacetime and the energy scale in the boundary field theory [60, 61]: evolu-

tion towards the interior in the bulk corresponds to flowing to lower energies in the

boundary theory. In [42, 68, 69], the holographic renormalization group flow was

formulated in terms of a radial Hamiltonian evolution, which while not Wilsonian,

provides useful insights into the structure of the RG flow and β-functions. The

striking Zamolodchikov c-theorem [72] argues that for 2-dim quantum field theories,

there exists a positive definite function of couplings that is monotonically decreasing

87
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along RG flows, stationary at fixed points and equals the central charge of the corre-

sponding CFT. Holographic versions of c-theorems were discussed in [73, 74, 75, 76]:

the monotonicity of the associated c-functions stems ultimately from the null energy

conditions which in turn encode the focussing property of null geodesic congru-

ences. Wilsonian versions of the holographic renormalization group were formulated

in [70, 71]. Various versions of c-theorems have also been motivated by studies of

entanglement entropy: a recent review is [188].

In this chapter we formulate a version of holographic renormalization group flows

restricting attention to cases where the far infrared bulk geometry acquires an AdS2

throat, as occurs for extremal black holes and branes. Further restricting to cases

where the transverse space is sufficiently symmetric, as e.g. for extremal branes

that enjoy space/time translational symmetry and spatial rotational symmetry, the

transverse part of the bulk spacetime evolves only in terms of its overall size (or

warping). Then the essential flow becomes 2-dimensional in the bulk and can be

isolated by dimensional reduction to appropriate 2-dim dilaton-gravity-matter the-

ories. (The effect of the gauge fields that gave rise to charge is mimicked by an

appropriate potential for the dilaton and other scalars). This investigation was mo-

tivated by [125] where the dimensional reduction of extremal black branes in 4-dim

(relativistic) Einstein-Maxwell and (nonrelativistic) hyperscaling violating Lifshitz,

hvLif, theories was studied to AdS2 dilaton-gravity(-scalar) theories, as well as the

leading departures from AdS2 (similar embedddings have been studied recently in

[116, 114, 117, 118, 119, 120, 122, 123, 124]). Since the bulk flow to the infrared AdS2

is essentially 2-dimensional, our formulation does not really distinguish whether the

higher dimensional completion is relativistic or nonrelativistic. In the far infrared,

the AdS2 fixed point is the very near horizon region of the corresponding compacti-

fied extremal black brane and so it is reasonable to take the central charge of the dual

CFT1 to be the extremal entropy of the black brane, which is the number of underly-

ing microstates. The extremal entropy is given by the transverse area
VD−2Φ2

h

4GD
=

Φ2
h

4G2

where the 2-dim dilaton Φ2 = g
(D−2)/2
ii controls the size of the transverse space. This

suggests formulating a holographic c-function C(u) = Φ(u)2

4G2
away from the AdS2

region where the bulk has a nontrivial flow. We argue that this c-function monoton-

ically decreases under flow towards the interior (infrared) and satisfies a c-theorem

that follows from the null energy conditions and requiring appropriate boundary

conditions (that the AdS2 throat arises in the nonrelativistic hvLif family above;

this is a fairly broad family that includes AdSD, nonconformal branes and so on,

but is otherwise not “too generic”). In addition C(u) → SBH at the infrared AdS2

fixed point, which then fixes the precise form of C. This dilatonic c-function has also
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previously been discussed in [76] in the context of nonsupersymmetric 4-dim black

hole attractors [182], which we were in part motivated by: the present context and

discussion is however different in detail as will be clear in what follows.

In sec. 4.2, we study the null energy conditions and discuss this c-function, with

some explicit analysis in the phase diagram of nonconformal D2-branes (sec. 4.2.3)

and nonconformal D4-branes (sec. 4.2.4). In sec. 4.2.5, we compare this dilatonic

c-function with the entropic c-function that has been discussed in the context of

entanglement. While the entropic c-function cE scales as the number of local degrees

of freedom (this is also the scaling of the c-function in [73]), the dilatonic c-function

above is extensive: it scales as the transverse area. Loosely speaking, C ∼ cEVdiw
di

where the AdS2 throat arises after compactification from AdS2 ×Xdi .

In sec. 4.3, we adapt the holographic RG formulation of de Boer, Verlinde, Verlinde

[42] to 2-dim dilaton-gravity-scalar theories. In particular, we obtain RG flow equa-

tions and β functions for the (scalar) couplings in the 1-dim boundary theory in a

derivative expansion. Using this, we compute β-functions for 2-dim bulk theories

arising from reductions of conformal and nonconformal branes. This suggests that it

is not consistent to place the AdS2 throat in a bulk region which exhibits nontrivial

RG flow (i.e. the AdS2 throat needs to lie within the bulk region corresponding to

the RG fixed point), and resolves a concern about apparently massless perturba-

tions found in [125]. This is not Wilsonian: it would be interesting to adapt the

holographic Wilsonian RG of [70, 71] to these 2-dim theories and we leave this for

future work. Sec. 4.4 contains a Discussion and the Appendices C.1, C.2, C.3 and

C.4 contain various technical details.

4.1 The 2-dim theory and the attractor conditions

We consider a general gravity-scalar action in D dimensions

S =
1

16πGD

∫
dDx

√
−g(D)

(
R(D) − hIJ

2
∂MΨI∂MΨJ − V

)
, (4.1)

where hIJ(ΨI) is a positive definite, symmetric metric controlling the kinetic terms of

the scalars ΨI and V = V (ΨI , g) is a potential for the scalars ΨI which also contains

metric data (i.e. V is not simply a scalar potential). Such an effective action arises

from theories with gravity, scalars and gauge fields after the gauge fields have been

replaced with their background profiles (and changing the signs of the F 2 terms

for electric profiles): we have seen examples of this sort arising in Einstein-Maxwell
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and Einstein-Maxwell-dilaton theories in the previous section. For instance, in the

Einstein-Maxwell case with no scalars, the term
∫ √
−gF 2 gives ∂r(

√
−gF tr) = 0

for electric branes: using this F tr-profile gives the term gttgrr
g
F 2

0 thus leading to the

effective potential V = −V0(ΨI) + 1

gD−2
xx

V2(ΨI), with V = −V0(ΨI) arising from the

cosmological constant term in the original theory. The sign of the V2(ΨI)-term is

fixed by requiring that the gravity-scalar equations are identical with those of the

original theory (See Appendix C.1 for details). Note that this sign is also consistent

with electric-magnetic duality (for magnetic branes, the F 2 term does not contain

a minus sign which only arises from gtt for electric branes). It is worth noting that

the gauge fields have not really been “integrated out” and so these gravity-scalar

theories are best regarded as equivalent only for certain (classical or semiclassical)

purposes as will be clear in what follows.

We now look for 2-dim theories obtained by dimensional reduction of the above

theories on a torus TD−2 with the ansatz

ds2 = g(2)
µν dx

µdxν + Φ
4

D−2

D−2∑
i=1

dx2
i , g(D)

xx ≡ Φ
4

D−2 . (4.2)

This gives the 2-dim action

S =
1

16πG2

∫
d2x
√
−g(2) Φ2

(
R(2) +

D − 3

D − 2

(∇(2)Φ
2)2

Φ4
−

2∇2
(2)Φ

2

Φ2

− hIJ
2
∂µΨI∂µΨJ − V

)
, (4.3)

where ∇(2)µ is a covariant derivative w.r.t. g
(2)
µν . Now performing a Weyl transfor-

mation gµν = Φ
2(D−3)
(D−2) g

(2)
µν absorbs the kinetic term1 for Φ in R. The 2-dim action

then becomes

S =
1

16πG2

∫
d2x
√
−g
(

Φ2R− Φ2

2
hIJ∂µΨI∂µΨJ − U(Φ,ΨI)

)
,

U(Φ,ΨI) = V Φ
2

D−2 . (4.4)

We have suppressed a total derivative term
∫
d2x
√
−g [− (D−1)

(D−2)
∇2Φ2] which can-

cels with a corresponding term arising from the reduction of the Gibbons-Hawking

1 Using the covariant derivative ∇µ w.r.t. gµν , and

∇2
(2)Φ

2 = Φ
2(D−3)
(D−2) ∇2Φ2, (∇(2)Φ

2)2 = Φ
2(D−3)
(D−2) (∇Φ2)2,

R(2) = Φ
2(D−3)
(D−2)

[
R− D − 3

D − 2

(
(∇Φ2)2

Φ4
− ∇

2Φ2

Φ2

)]
.
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boundary term. See Appendix C.4 for a detailed derivation of this Kaluza-Klein

reduction.

Our choice in (4.2) of the 2-dim dilaton Φ2 = g
(D−2)/2
xx implies that the area of the

transverse space is given by Φ2: also this choice leads to
∫

(Φ2R+ . . .) uniformly in

the Einstein term of the 2-dim action for any higher dimensional theory.

The 2-dim equations of motion then become

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(Φ2

2
hIJ∂µΨI∂µΨJ + U

)
− Φ2

2
hIJ∂µΨI∂νΨ

J = 0 ,

R− hIJ
2
∂µΨI∂µΨJ − ∂U

∂(Φ2)
= 0 ,

1√
−g

∂µ(
√
−gΦ2hIJ∂

µΨJ)− ∂U

∂ΨI
= 0 . (4.5)

These equations admit an AdS2 critical point with constant scalars and dilaton: we

have Φ, ΨI = const, and R = − 2
L2 (with L the AdS2 scale) which implies

Uh = 0 ,
∂U

∂(Φ2)

∣∣∣
h

=
−2

L2
,

∂U

∂ΨI

∣∣∣
h

= 0 , (4.6)

from the first, second and third equations respectively; the subscript h denotes

that the quantity is evaluated at the AdS2 background (which is the near horizon

throat region of the higher dimensional extremal brane). While we focus in this

chapter on pure AdS2 backgrounds with constant dilaton and constant scalars, the

field equations (4.5) admit other solutions including a 2-dim black hole (which is

locally AdS2) where the conditions in (4.6) are modified (see e.g. [124]). Turning on

perturbations,

Φ = Φh + φ , ΨI = ΨI
h + ψI , ω = ωh + Ω , (4.7)

where ds2 = e2ω(−dx+dx−) (conformal gauge), the linearized field equations for

these perturbations are

∂+∂−φ+
2φ

(x+ − x−)2
= 0 ,

(hIJ |h)∂+∂−ψ
J +

L2

(x+ − x−)2Φ2
h

[
φ
( ∂2U

∂Φ∂ΨI

∣∣∣
h

)
+ ψK

( ∂2U

∂ΨK∂ΨI

∣∣∣
h

)]
= 0 , (4.8)

∂+∂−Ω +
1

(x+ − x−)2

[
2Ω− φ

Φh

(
1 +

L2

4

( ∂2U

∂Φ∂Φ

∣∣∣
h

))
− L2

4Φh

( ∂2U

∂Φ∂ΨK

∣∣∣
h

)
ψK
]

= 0 .
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We define new scalar fields ζI = ψI −βIφ, where βI are constants to be determined.

Substituting in the linearized equations for ψI above, we get decoupled equations

for ζI

(hIJ |h)∂+∂−ζ
J +

L2

(x+ − x−)2Φ2
h

( ∂2U

∂ΨK∂ΨI

∣∣∣
h

)
ζK = 0 (4.9)

provided βI satisfy

[
2(hIJ |h)−

L2

Φ2
h

( ∂2U

∂ΨI∂ΨJ

∣∣∣
h

)]
βJ =

L2

Φ2
h

( ∂2U

∂Φ∂ΨI

∣∣∣
h

)
. (4.10)

Defining the matrix HIJ = 2(hIJ |h)− L2

Φ2
h

(
∂2U

∂ΨI∂ΨJ

∣∣∣
h

)
, we can solve for βJ as

βI = HIJ
[L2

Φ2
h

( ∂2U

∂Φ∂ΨJ

∣∣∣
h

)]
, (4.11)

where HIJ is inverse of HIJ (see Appendix C.3 for an example). With hIJ the inverse

of hIJ , the condition for a stable AdS2 critical point with no tachyonic or massless

modes is that the eigenvalues m2
I of the mass matrix (hIJ |h)

Φ2
h

( ∂2U
∂ΨJ∂ΨK

|h) satisfy the

AdS2 Breitenlohner-Freedman (BF) bound, i.e. m2
IL

2 ≥ −1
4

. Of course m2
I > 0

automatically satisfies this, as was the generic case in [125]. For the case with simply

one scalar field Ψ, the criteria for a stable AdS2 critical point are

Uh = 0 ,
∂U

∂Ψ

∣∣∣
h

= 0 ,
∂U

∂(Φ2)

∣∣∣
h

=
−2

L2
,

∂2U

∂Ψ2

∣∣∣
h
> − Φ2

h

4L2
. (4.12)

4.2 Null energy conditions and a c-function

We are studying 2-dim dilaton-gravity-matter theories (with a potential) that we re-

gard implicitly as arising from dimensional reduction of higher dimensional gravity-

matter theories. Requiring time translations and that the space transverse to the

two (t, r)-dimensions is sufficiently symmetric means that the bulk space effectively

evolves nontrivially only in the bulk radial direction. For instance, extremal branes

enjoy translational and rotational invariance in the spatial directions: these geome-

tries thus flow only in the radial direction. From the dual point of view, with the

radial direction taken as encoding energy scales [60, 61], this simply means that the

theory has a nontrivial RG flow encoded by the bulk theory in terms of a holographic

renormalization group. This has been the subject of much exploration with a large

literature over the years e.g. [62, 63, 64, 65, 66, 67, 42, 68, 69, 73, 74, 75, 76, 70, 71]

(and the recent review [188]).
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Focussing on reductions of extremal objects is equivalent to requiring that the 2-

dim theories approach an AdS2 throat in the deep infrared with the dilaton and

scalars acquiring fixed point values. The bulk radial flow to the infrared then must

terminate at an AdS2 fixed point: the transverse space symmetries assumed above

imply that the bulk flow is effectively just 2-dimensional and the dual theory is ef-

fectively encoded by a flow to a one dimensional CFT1 obtained by the dimensional

reduction of the transverse space. The bulk description of this holographic renormal-

ization is consistent with the reduction ansatz we have been discussing with the size

of the transverse space controlled by the 2-dimensional dilaton Φ. It is important to

note that this effective 2-dimensional flow appears insensitive to whether the higher

dimensional theory is relativistic or nonrelativistic. In particular this raises the ques-

tion of proposing a c-theorem encoding the renormalization group flow in the dual

1-dimensional theory. This is intriguing especially considering that c-theorems and

renormalization group flows are not so easily constrained for nonrelativistic theories:

if such a c-theorem and associated c-function can be identified for the present context,

one may hope that the analysis here may aid progress in understanding c-theorems

for higher dimensional nonrelativistic theories away from extremality. Previous in-

vestigations on holographic c-theorems in Lifshitz and Schrödinger theories can be

found in [189, 190].

From the bulk point of view, the gravitational theory is required to satisfy appro-

priate energy conditions for being physically well-defined. In particular the null

energy conditions require that the energy momentum tensor contracted with any

null vector nµ be non-negative, i.e. Tµνn
µnν ≥ 0. From the Einstein equations

governing the bulk theory (which is classical in the large N approximation), this

imposes Rµνn
µnν ≥ 0, which can be regarded as defining monotonicity relations for

bulk metric data. For relativistic theories, there is a single null vector that is in-

dependent: for nonrelativistic theories enjoying spatial translation symmetry, there

are two independent null vectors. The reduction ansatz we have been discussing

suggests a priori two independent null vectors, one with components along the (t, r)

directions, the other with components along (t, xi) directions.

Consider, for simplicity and concreteness, the ansatz for the D-dim metric

ds2 = −B2dt2 +
du2

B2
+ Φ

4
D−2

D−2∑
i=1

dx2
i , (4.13)

where B and Φ depend only on the radial coordinate u for the sufficiently symmetric

space we have in mind. We have chosen these coordinates since the null energy
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conditions then simplify. The components of the Ricci tensor are

Rtt = B2
[(B2)′′

2
+

2BB′Φ′

Φ

]
, Rxx = − Φ

4
D−2

(D − 2)

(4BB′Φ′

Φ
+
B2(Φ2)′′

Φ2

)
,

Ruu = −(B2)′′

2B2
− 2

ΦB
(Φ′B′ + Φ′′B) +

2(D − 4)

(D − 2)

(Φ′)2

Φ2
, (4.14)

where prime ( ′ ) denotes derivative w.r.t. the radial coordinate u. For the two null

vectors,

ζM = (
√
−gtt,

√
guu, 0, 0, . . . , 0) , ξM = (

√
−gtt, 0,

√
gxx, 0, . . . , 0) , (4.15)

the null energy conditions give

RMNζ
MζN = −2B2

[Φ′′

Φ
− (D − 4)

(D − 2)

(Φ′)2

Φ2

]
≥ 0 ,

RMNξ
MξN =

B2

2

[(B2)′′

B2
− 2

(D − 2)

(Φ2)′′

Φ2
+

2(D − 4)

(D − 2)

(B2)′Φ′

B2Φ

]
≥ 0 . (4.16)

Note that the first condition is independent of B in the coordinate choice (4.13).

Example: The charged finite temperature D-dim hvLif metric is

ds2 =
( r

rhv

)− 2θ
di

[
− r2z

R2z
f(r)dt2 +

R2

r2f(r)
dr2 +

r2

R2

di∑
i=1

dx2
i

]
, di = D−2 . (4.17)

The uncharged zero temperature case (f(r) = 1) written in the form (4.13) has

B2(u) =

(z − 2θ
di

)
2z− 2θ

diR
2θ
di

(z+1)−2z

r
2zθ
di
hv

 1

z− 2θ
di

u

2z− 2θ
di

z− 2θ
di ,

Φ2(u) =

(
(z − 2θ

di
)di−θR3θ−zθ−di

r2θ−zθ
hv

) 1

z− 2θ
di

u

di−θ
z− 2θ

di , (4.18)

u =
r

2θ/di
hv

(z − 2θ/di)Rz−1
r
z− 2θ

di .

Substituting these expressions for B2 and Φ2 in (4.16) recovers the familiar null

energy conditions for uncharged zero temperature hvLif theories

(di − θ)(di(z − 1)− θ) ≥ 0 , (z − 1)(di + z − θ) ≥ 0 . (4.19)
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4.2.1 A holographic c-function

The existence of a renormalization group flow in the radial direction in the effective

2-dim bulk theory suggests the existence of a c-function that encodes the number of

degrees of freedom along the flow. Requiring that the flow terminates at an AdS2

fixed point implies that the IR fixed point is a nontrivial CFT1. The fact that the

AdS2 is the very near horizon geometry of the extremal black brane that describes

the system suggests that the number of degrees of freedom describing the IR CFT1

is equal to the entropy of the extremal black brane. The extremal entropy is given

by the horizon area

SBH =
g

(D−2)/2
xx |h VD−2

4GD

=
Φ2
h

4G2

, G2 =
GD

VD−2

, (4.20)

with Φh the value of the dilaton (4.2) in the AdS2 region and G2 the 2-dim Newton

constant. Note that the dilaton Φ controls the transverse area of the black brane.

This suggests proposing a holographic c-function after reduction of (4.13),

C(u) =
Φ2(u)

4G2

=
Φ2(u)VD−2

4GD

, Φ2 = g(D−2)/2
xx , (4.21)

describing the number of active degrees of freedom at scale u along the renormal-

ization group flow to the IR AdS2 fixed point. This was proposed and discussed in

[76] in the context of 4-dim nonsupersymmetric black hole attractors: in the present

case, our context is different in part but there is overlap in the physics nonetheless.

holographic renormalization group flow

towards
intermediate

region

RG transition

AdS2
IR

throat

scales

UV
region

to lower energies (interior) Figure 4.1: A cartoon of the bulk

spacetime with the holographic RG

flow in the radial direction to the in-

frared AdS2 throat region from the far

(UV) region through possible inter-

mediate regions (and associated RG

transition scales).

To prove the c-theorem for C, we need to prove that C(u) decreases monotonically as

we flow to lower energies u (i.e. interior), or equivalently that C(u) is a monotonically

increasing function as u increases (outwards to the boundary). We will do this in

two steps.
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Step 1: first define Φ̃ = Φ2/(D−2). Then the first of the energy conditions (4.16)

becomes

Φ̃ = Φ
2

D−2 ; Φ̃′′ =
2

D − 2

(
Φ′′

Φ
− D − 4

D − 2

(Φ′)2

Φ2

)
Φ

2
D−2 ⇒ −(D−2)B2 Φ̃′′

Φ̃
≥ 0 ,

(4.22)

so that Φ̃′ monotonically decreases as u increases towards the boundary. In other

words, Φ̃′ in the interior is larger than Φ̃′ near the boundary. If we can now argue

that Φ̃′ is positive near the boundary, this would imply that Φ̃′ > 0 everywhere in

the bulk as well. This then would imply that Φ̃(u) is a monotonically increasing

function as u increases and flows towards the boundary. A heuristic picture of the

setup appears in Figure 4.1 (see also the discussion on nonconformal D2-branes,

sec. 4.2.3, which exemplifies this).

Step 2: Now we proceed to argue that Φ̃′ is positive near the boundary for suitable

boundary conditions, namely that the ultraviolet of the theory belongs in the hvLif

family (4.17) that we have been focussing on (which also includes AdS for exponents

z = 1, θ = 0). The extremal branes we are considering here are excited states at

finite charge density in these theories: the near boundary region corresponds to the

high energy regime of the dual, well above the characteristic scales of the excited

states. So it suffices to use the asymptotic (uncharged zero temperature) form of

these backgrounds.

Using (4.18), we have di = D−2 and Φ̃ = Φ
2
di . Then retaining only relevant factors,

we have

Φ̃ ∼
(
z − 2θ

di

) di−θ
zdi−2θ

u
di−θ
zdi−2θ , Φ̃′ ∼

(
z − 2θ

di

) di−θ
zdi−2θ (di − θ)

(zdi − 2θ)

1

u
di(z−1)−θ
zdi−2θ

,

Φ̃′′ ∼ −
(
z − 2θ

di

) di−θ
zdi−2θ (di − θ)(di(z − 1)− θ)

(zdi − 2θ)2

1

u
di(z−1)−θ
zdi−2θ

+1
. (4.23)

Then Φ̃′′

Φ̃
≤ 0 gives the null energy condition (di−θ)(di(z−1)−θ) ≥ 0. A reasonable

dual field theory requires positivity of specific heat if the theory is excited to finite

temperature. Since the entropy for these theories scales as S ∼ VdiT
di−θ
z , the posi-

tivity of the corresponding specific heat imposes di−θ
z
≥ 0. This implies di − θ ≥ 0

since z ≥ 1. Alongwith the null energy condition, this leads to (di(z − 1)− θ) ≥ 0.

These two conditions together imply

zdi − 2θ = (di(z − 1)− θ) + (di − θ) ≥ 0 . (4.24)
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Then we see that Φ̃′ is positive in this near boundary region. Roughly, Φ̃ ∼ un and

Φ̃′ ≥ 0 and Φ̃′′ ≤ 0 require n ≥ 0 and n(n − 1) ≤ 0, i.e. 0 ≤ n ≤ 1. We have

argued that this is true if the null energy conditions and positivity of specific heat

are satisfied.

Thus finally, we have shown that for the ultraviolet data we are considering, Φ̃(u) =

Φ2/(D−2) is monotonically decreasing as u flows to the interior (lower energies). Since

the exponent 2
D−2

is positive, this implies that Φ(u) satisfies the same monotonicity

property. This proves that the holographic c-function (4.21) we propose in fact

satisfies the c-theorem.

At the IR AdS2 horizon, C in (4.21) approaches the extremal black hole entropy

(4.20), which is the IR number of degrees of freedom controlling the number of

black hole microstates, akin to a central charge for this subsector. In fact it is

this requirement that C → SBH at the IR AdS2 fixed point which fixes the precise

scaling of C in terms of Φ (else any positive power of Φ is monotonic, from the above

arguments). The stationarity of C at the IR AdS2 fixed point is implied by the

stability of AdS2 attractor with respect to the fluctuations in (4.7) through stability

conditions in (4.12).

It is interesting to note that we have mainly used the first null energy condition

in (4.16) in the above arguments. The second null energy condition appears to be

more a condition on the matter configurations: for instance, the second condition

for hvLif backgrounds (4.17) gives z ≥ 1, di + z− θ ≥ 0 in (4.19), which follow from

reality of the fluxes supporting the background, and also follows from specific heat

positivity. to illustrate the condition in more generality, let us restrict to D = 4 for

simplicity: then the second condition in (4.16) gives

(Φ2)′′

Φ2
≤ (B2)′′

B2
, (4.25)

which says that the dilaton “acceleration” is not greater than that of the 2-dim

metric. As we approach the AdS2 region, we have B2 ∼ (u − u0)2 so this becomes
(Φ2)′′

Φ2 . 2
(u−u0)2 which is trivially satisfied as u→ u0 since the right hand side grows

large. Thus the near AdS2 region does not provide any additional constraint from

this energy condition. However the near boundary region gives nontrivial constraints

on the exponents defining the theory from this energy condition as we have seen.

We will discuss this further later.

One might be concerned that the null energy conditions (and the Einstein equations)

are second order equations while renormalization group flow is first order. It is
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important to note in this regard that the boundary conditions we have imposed is on

the first derivative Φ̃′, which then automatically implies monotonicity. This physical

boundary condition has effectively ruled out the other (growing) mode which would

likely be singular in the interior.

In explicit examples (e.g. nonconformal branes redux, later), we can check this dila-

tonic c-function in fact has the right behaviour. Consider for instance an extremal

brane in an hvLif theory where B2,Φ2 near the boundary have the form (4.18) while

in the near AdS2 region, B2 ∼ (u − u0)2 and Φ ∼ uA globally, with A = di−θ
zdi−2θ

.

Then using the arguments around (4.24), we see that A ≥ 0 so that Φ2(u) can be

seen explicitly to monotonically decrease through the bulk as u decreases flowing

towards AdS2. We also see that A ≤ 1 so that Φ′′ ≤ 0 in accord with the first energy

condition in (4.16). The second energy condition in the near boundary region simply

imposes the constraints on the exponents that we have seen, which are required of

the theory. In the near AdS2 region, B2 ∼ (u− u0)2 and so as described above, the

second energy condition is satisfied. This family includes AdS where z = 1, θ = 0

and Φ2 = u2.

From the point of dual 1-dim theories which flow to the CFT1 dual to the AdS2

bulk theory, the arguments above suggest that C in (4.21) is a candidate c-function.

While spatial coarse-graining does not make sense in 0 + 1-dim (no space!), the

renormalization group defined in terms of integrating out high energy modes does

make sense, i.e. as a flow to lower energies (IR). In the present context, we have

defined the holographic c-function C as essentially inherited from the higher dimen-

sional theory that has been compactified: it would be interesting to understand the

c-function from the dual 1-dim point of view.

4.2.2 Null energy conditions from the 2-dim perspective

We have described the null energy conditions Tµνn
µnν ≥ 0 in the higher dimensional

theory and recast them in terms of 2-dim bulk variables g
(2)
µν , Φ. The two independent

null vectors give two independent null energy conditions (4.16) as we have seen. How-

ever it is interesting to note that only one of the null vectors — ζM = (
√
−gtt,

√
guu)

— has a natural interpretation intrinsically in the 2-dimensional spacetime. This

leads to the first of the energy conditions. The second one appears to have no in-

trinsic interpretation directly in 2-dimensions: however we can reverse engineer this

from the higher dimensional theory and recast it in terms of the potential governing

the dilaton and other scalars in the context of the dilaton-gravity-scalar theory (4.4).
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The tr− and ii-components, for i = 1, . . . , D − 2, of Einstein equations for the

gravity-scalar action in D-dimensions (4.1) are

R(D)
µν −

g
(D)
µν

2
R(D) =

hIJ
2

(
∂µΨI∂νΨ

J − g
(D)
µν

2
∂MΨI∂MΨJ

)
− g

(D)
µν

2
V , (4.26)

R(D)
ii −

g
(D)
ii

2
R(D) =

hIJ
2

(
∂iΨ

I∂iΨ
J − g

(D)
ii

2
∂MΨI∂MΨJ

)
− g

(D)
ii

2
V +

∂V

∂g(D) ii
, (4.27)

where we have taken the metric to be diagonal in the spatial components i.e. g
(D)
ij =

0 ∀ i 6= j and the potential V in (4.1) to be dependent only on g
(D)
ii components.

These equations G
(D)
MN = 8πGDT

(D)
MN give the stress tensor components as

8πGDT
(D)
µν =

hIJ
2

(
∂µΨI∂νΨ

J − g
(D)
µν

2
∂MΨI∂MΨJ

)
− g

(D)
µν

2
V , (4.28)

8πGDT
(D)
xx =

hIJ
2

(
∂xΨ

I∂xΨ
J − g

(D)
xx

2
∂MΨI∂MΨJ

)
− g

(D)
xx

2
V +

∂ V

∂g(D)xx
. (4.29)

After dimensional reduction, we obtain the 2-dim action (4.4) and the above equa-

tions become the 2-dim Einstein equations and the dilaton equation in (4.5). In par-

ticular the higher dimensional µν-components give 2-dim Einstein equations which

we write in the form

1

Φ2
[gµν∇2Φ2 −∇µ∇νΦ

2] = 8πGDT
(D)
µν ,

8πGDT
(D)
µν =

hIJ
2

(
∂µΨI∂νΨ

J − gµν
2
∂MΨI∂MΨJ

)
− gµνU

2Φ2
. (4.30)

The xx-component of the higher dimensional stress tensor can likewise be expressed

in terms of the 2-dim potential and its derivative as

8πGDT
(D)
xx = −Φ

4
(D−2)

4
hIJ∂MΨI∂MΨJ − (D − 2)

2
Φ

2
D−2

+2 ∂U

∂Φ2
. (4.31)

This has no obvious 2-dim origin intrinsically: the null energy condition intrinsic to

two dimensions involves only Tµν but not Txx. Further the null vector ξM in (4.15)

has no intrinsically 2-dimensional meaning. The second null energy condition in

(4.16) from the higher dimensional theory can however be recast in 2-dimensional

language in terms of the stress tensor components above and it is then interesting

to ask what 2-dimensional constraints it leads to. This second NEC T
(D)
MNξ

MξN ≥ 0

for the null vector

ξM = (
√
−g(D) tt, 0,

√
g(D)xx, 0, . . . , 0) = (

√
−gttΦ

D−3
D−2 , 0,Φ

−2
D−2 , 0, . . . , 0) (4.32)
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becomes

8πGD(T
(D)
tt (ξt)2 + T (D)

xx (ξx)2)

= −Φ
2(D−3)
(D−2)

gtthIJ
2

∂tΨ
I∂tΨ

J +
Φ
−2
D−2

2

(
U − (D − 2)Φ2 ∂U

∂Φ2

)
≥ 0 .

(4.33)

For static backgrounds as we have here, ∂tΨ
I = 0: then this second NEC becomes a

nontrivial condition on the potential and its derivative

U − (D − 2) Φ2 ∂U

∂Φ2
≥ 0 . (4.34)

In 2-dim dilaton-gravity-matter theories that arise from some higher dimensional

reduction, this condition (4.34) is simply recognized as the second NEC in (4.16).

However if we regard (4.4) as an intrinsically 2-dim theory, then it appears reasonable

to impose such a constraint on the dilaton-matter potential. Note that this constraint

is not the same as the stability condition (4.12) : rather (4.34) constraints the space

of allowed solutions to the equations of motion (4.5) in an intrinsic 2-dim theory.

For example, constant Φ, constant ΨI with AdS2 metric is a solution to (4.5) when

(4.6) is satisfied, which is consistent with (4.34).

To illustrate the above constraint, consider first a potential of a form we have seen

arising from reduction of 4-dim Einstein-Maxwell theory,

U = −V0Φ +
V2

Φ3
⇒ U − 2Φ2 dU

dΦ2
=

4V2

Φ4
≥ 0 ⇒ V2 ≥ 0 . (4.35)

Of course this can be recognized as the condition Q2 ≥ 0 in the higher dimensional

theory: from the 2-dim point of view, the condition gives positivity constraints on

the coefficients that appear in the potential.

The first NEC in D-dimensions, T
(D)
MNζ

MζN ≥ 0, or R(D)
MNζ

MζN ≥ 0 for the null

vector ζM = (
√
−g(D) tt,

√
g(D) rr, 0, 0, . . . , 0) = (

√
−gttΦ

D−3
D−2 ,
√
grrΦ

D−3
D−2 , 0, 0, . . . , 0)

becomes the 2-dim NEC Rµν ζ̃
µζ̃ν ≥ 0 for the 2-dim null vector ζ̃µ = (

√
−gtt,

√
grr).

Using (4.30), this NEC gives

−∇µ∇νΦ
2ζ̃µζ̃ν = gtt∇t∇tΦ

2 − grr∇r∇rΦ
2 ≥ 0 . (4.36)

For static backgrounds, this recovers the condition on the “acceleration” of the

dilaton that we have studied earlier in the context of the c-theorem.
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4.2.3 The c-function in the M2-D2 system

Nonconformal Dp-branes upon dimensional reduction on the transverse sphere give

rise to hvLif theories with z = 1 and nonzero θ [89]. In particular the D2-brane

supergravity phase upon S6-reduction give rise to bulk 4-dim hvLif theories with

z = 1, θ = −1
3

. These flow [8] in the infrared to M2-branes, which give rise to AdS4

upon S7-reduction (with z = 1, θ = 0). These are all uncharged phases. Adding a

U(1) gauge field to this system — which can be taken as the dual to the U(1)R current

— and tuning to extremality gives string realizations for the extremal versions of the

above 4-dim theories. We have in mind that the AdS4 phase eventually terminates

in the deep IR at an AdS2 throat: see Figure 4.1. Since the transition from the

D2-phase to the M2-AdS4 phase occurs at energies well above the IR scale where

the AdS2 emerges, the D2-phase can be essentially regarded as uncharged for the

purposes of the discussion below. In the far UV, the D2-branes are described by free

3-dim SYM.

The string frame metric and the dilaton describing N D2-branes are

ds2
st =

r5/2

R
5/2
2

dx2
|| +

R
5/2
2

r5/2
dr2 +

R
5/2
2

r1/2
dΩ2

6 , eφ = gs

(R5
2

r5

)1/4

, (4.37)

with eφ∞ = gs the asymptotic value of the dilaton, and

g2
YM =

gs√
α′

, R5
2 = α′3g2

YMN , (4.38)

where we are ignoring numerical factors (since we will be primarily interested here

in the scaling behaviour along the RG flow). The 10-dim Einstein frame metric

ds2
E = e−

1
2

(φ−φ∞)ds2
st after dimensional reduction on S6 gives the Einstein metric of

the effective 4-dim hvLif theory with di = 2, z = 1, θ = −1
3
,

ds2 =
r7/2

R
7/2
2

(−dt2 + dx2
1 + dx2

2) +
R

3/2
2

r3/2
dr2 =

( ρ

R2

)1/3[ ρ2

R2
2

(−dt2 + dx2
i ) +

R2
2

ρ2
dρ2
]
.

(4.39)

The second expression is written in coordinates where the hvLif form (4.17) is man-

ifest. We have

ρ =
r3/2

R
1/2
2

, w =
r3/2

R
5/2
2

, u =
r2

R2

, (4.40)

where w = r(5−p)/2

R
(7−p)/2
p

is the nonconformal Dp-brane supergravity radius/energy vari-

able introduced in [61]. This coordinate has also proved useful in studies of entan-

glement entropy and its interpretation in the nonconformal brane system [191, 103].
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The coordinate u is chosen to cast the metric above in the form (4.13) that we

found useful in analysing the c-function in our earlier discussion: in terms of those

expressions, we have

B2 =
r7/2

R
7/2
2

=
u7/4

R
7/4
2

, Φ2 =
r7/2

R
7/2
2

= w7/3R
7/3
2 . (4.41)

Then the c-function (4.21) written in terms of the energy variable w in the D2-phase

is

C(w) ∼ V2Φ2

G4

= V2w
7/3N2 1

(g2
YMN)1/3

= V2w
2Neff (w) , (4.42)

after spatial compactification of the D2-branes. Here we have used

G4 ∼
G10

V ol(S6)
∼ g2

sα
′4

R6
2

, Neff (w) = N2 1

(g2
YMN/w)1/3

, (4.43)

and Neff (w) is the scale-dependent number of degrees of freedom for the D2-phase

(which also has played useful roles in entanglement studies [191, 103]), while the

dimensionless gauge coupling at scale w is geff =
g2
YMN

w3−p .

The M2-phase is given by the AdS4 × S7 background (again ignoring numerical

factors)

ds2 =
r2

R2
dx2
|| +

R2

r2
dr2 +R2dΩ2

7 , R6 ∼ Nl6p , G4 ∼
G11

V ol(S7)
∼

l9p
R7

, (4.44)

which after reducing on the S7 gives AdS4 (and lp is the 11-dim Planck length; note

that R6 ∼ Nl6P ∼ gsR
5
2

√
α′). This is already in the form (4.13) with u = r and the

energy variable w = r
R2 and Φ2 = r2

R2 . Then the c-function in this M2-phase after

spatial compactification is

C(w) =
V2

G4

r2

R2
=
R2

G4

V2w
2 = N3/2 V2w

2 , (4.45)

using R2

G4
= R9

G11
= N3/2. It is useful to recall [8] that the D2-phase is valid in the

regime g2
YMN

1/5 � r
α′
� g2

YMN so that N3/2 � Neff (w) � N2. At the scale
r
α′
∼ g2

YM the system transits from a smeared (arrayed) M2-phase to the M2-AdS4

phase. At this scale which corresponds to w ∼ g2
YMN

−1/2, we have Neff (w) ∼ N3/2

and the D2-phase c-function can be seen to match that in the M2-phase. The present

analysis cannot be applied to the intermediate interpolating phase corresponding to

smeared (arrayed) M2-branes.
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We have so far discussed uncharged D2-M2 phases. With the AdS2 emerging in the

deep IR (within the AdS4 region), the transition between the D2- and M2-phase is

well approximated by the uncharged system. To see this explicitly, note that the

charged hvLif metric arising from D2-redux is

ds2 =
( ρ

R2

)1/3[ ρ2

R2
2

(−f(ρ)dt2 + dx2
1 + dx2

2) +
R2

2

ρ2f(ρ)
dρ2
]
,

f(ρ) = 1−
(ρ0

ρ

)10/3

+
Q2
D

ρ14/3

(
1−

( ρ
ρ0

)4/3)
. (4.46)

with Q2
D ∼ ρ

7/3
0 at extremality. Since the transition is occurring at a scale ρtrans �

ρ0, we essentially have f(ρ) ∼ 1 in that region. In the deep IR, the extremal M2-

AdS4 phase

ds2 =
r2

R2
(−f(r)dt2+dx2

i )+
R2

r2f(r)
dr2 , f(r) = 1−

(r0

r

)3

+
Q2

r4

(
1− r

r0

)
, (4.47)

(after S7 reduction) with Q2 ∼ r4
0 develops an AdS2 throat, with the horizon at

r = r0. Then the IR scale at the horizon is u = r0
R2 and the c-function approaches

C AdS2−−−−→ N3/2 V2Q

R4
. (4.48)

This phase is dual to a doped CFT3, with dopant density σQ ≡ Q
R4 which is essentially

the number of dopant charge carriers per unit area of the M2-branes: then CIR is

essentially a “central charge” whose N3/2 scaling reflects the underlying number of

degrees of freedom of the M2-CFT , which has been doped with an additional V2σQ

number of charge carriers distributed over the volume V2 of the M2-branes (there

are some parallels with the heuristic partonic picture of entanglement for excited

AdS plane wave states in [104]). This “central charge” corresponds to the number

of microstates of the doped CFT1 obtained by spatial compactification of the M2-

branes: it is essentially dual to the AdS2 theory describing the extremal black brane

with CIR the extremal entropy. In some sense, w2 = Q(w)
R4 is a scale-dependent

dopant density with w2
IR = Q

R4 the infrared value. String/M-theory realizations of

this involve turning on an appropriate G4-flux in the M2-brane system which after

the S7 reduction gives the additional U(1) gauge field that provides charge [192].

It is clear that the c-function (4.42) in the D2-phase gives a larger number of degrees

of freedom than that in the M2-phase (4.45) (noting the regimes for w, which flows

to lower energies), in accord with our general discussions of the c-function earlier.

This dovetails with the fact that θ is negative in the D2-phase (with z = 1). It is
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also worth noting that the precise N -scalings etc arise from the precise dimensionful

factors contained in the dilaton.

4.2.4 c-function in the M5-D4 system

The M5-D4 brane system flows from an AdS7 × S4 phase (dual to the 6-dim (2, 0)

theory) through the D4-supergravity phase to finally 5-dim SYM in the IR. While

this does not admit an AdS2 region in the deep IR of the phase diagram, it is

interesting to study the c-function (4.21) in this case as well. This discussion has

parallels with the D2-M2 case so we will be succinct. For the M5-AdS7 phase, we

have

ds2 =
r2

R2
dx2
|| +

R2

r2
dr2 +R2dΩ2

4 , R3 ∼ Nl3p , G7 ∼
G11

V ol(S4)
∼

l9p
R4

, (4.49)

which after reducing on the S4 gives AdS7 (lp is the 11-dim Planck length). This

dovetails with (4.13) with u = r and the energy variable w = r
R2 and Φ2 = r2

R2 . The

c-function in this M5-phase after spatial T 5-compactification then is

C(w)M5 =
V5

G7

r2

R2
=
R5

G7

V5w
5 = N3 V5w

5 , (4.50)

using R5

G7
∼ R9

G11
∼ N3 here. Now for the N D4-branes phase, the string metric and

dilaton are

ds2
st =

r3/2

R
3/2
4

dx2
|| +

R
3/2
2

r3/2
dr2 +R

3/2
2 r1/2dΩ2

4 , eφ = gs

( r

R4

)3/4

,

g2
YM ∼ gs

√
α′, R3

4 ∼ α′g2
YMN , (4.51)

ignoring numerical factors. The 10-dim Einstein frame metric ds2
E = e−

1
2

(φ−φ∞)ds2
st

after S4-redux gives a 6-dim hvLif theory (4.17) with di = 4, z = 1, θ = −1,

ds2 =
r5/4

R
5/4
4

(
−dt2 +

4∑
i=1

dx2
i

)
+
R

7/4
4

r7/4
dr2 =

( ρ

R4

)1/2[ ρ2

R2
4

(−dt2 +
4∑
i=1

dx2
i ) +

R2
4

ρ2
dρ2
]
.

(4.52)

The D4-brane supergravity radius/energy variable w [61] and the u coordinate in

(4.13) are

ρ = R
1/2
4 r1/2 , w =

r1/2

R
3/2
4

, u =
r3/2

R
1/2
4

. (4.53)
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With G6 ∼ G10/V ol(S
4) ∼ g2

sα
′4/R4

4, the scale-dependent number of degrees of

freedom Neff (w) for the D4-phase [191, 103], and the dilaton Φ2 = g
(D−2)/2
xx = r5/2

R
5/2
4

,

the c-function (4.21) is

C(w)D4 =
V4Φ2(w)

4G6

∼ V4w
4Neff (w) , Neff (w) = N2(g2

YMNw) , (4.54)

after spatial T 4-compactification, and the regime of validity is 1� g2
YMNw � N2/3 .

Noting R11 = gs
√
α′ ∼ g2

YM and V5 = V4R11, we see that the c-function continuously

transits from the M5- to the D4-phase for length scales longer than the 11th circle

size R11. This leads to the guess that the c-function in the free 5-dim SYM phase

after spatial T 4-compactification is possibly N2V4w
4.

4.2.5 On dilatonic and entropic c-functions

It is interesting to compare the dilatonic c-function we have defined with the entropic

c-function [193, 194] that has been studied based on studies of entanglement entropy

[195, 196, 197, 198].

Consider the bulk geometry (4.13) with asymptotics being AdS or hvLif, focussing

on D = 4 dimensions (with no compactification). For a strip subsystem with width

along say x, the induced metric on a time slice is Φ2dy2 + du2

B2 + Φ2dx2 and the area

functional for holographic entanglement [53, 54] is A = L
∫
du Φ

B

√
1 +B2Φ2 (dx

du
)2

which after extremization gives

S =
2L

4G4

∫
du

B

Φ3√
Φ4 − Φ4

∗
, l =

∫
du

B

Φ2
∗

Φ
√

Φ4 − Φ4
∗
, (4.55)

where Φ∗ = Φ(u∗) is the value of the dilaton at the turning point u∗ of the minimal

surface, and L is the size of the (essentially infinitely long) strip in the longitudinal

y direction. For instance, for a strip in AdS4, the area and width integrals are

S = 2L
4G4

∫ u∗
ε

Rdu
u

u3√
u4−u4

∗
∼ R4

G4
(L
ε
− L

l
) and l ∼ R2

u∗
. The entropic c-function is then

defined as

cE =
l2

L

dS

dl
, (4.56)

which gives cE ∼ R2

G4
. This is thus a measure of the local number of degrees of

freedom, or central charge, in the dual field theory responsible for entanglement. In

theories with an RG flow, the entropic c-function is scale dependent and satisfies
dcE
dl
≤ 0, i.e. it monotonically decreases with the width l, and thus plays the role of
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a c-function based on entanglement entropy. For instance for nonconformal branes,

cE(l) ∼ Neff (l).

We will now try to draw comparisons between this entropic c-function and the

dilatonic c-function (4.21). Away from the AdS2 horizon, u � u0 and we have

B ∼ u−u0

R
∼ u

R
. Since the dilaton monotonically decreases flowing towards the

interior, i.e. as u decreases in (4.13), we can recast the integrals above as

S =
2L

4G4

Φ∗R

∫ 1

ϕε

du

u

ϕ3√
ϕ4 − 1

, l =
2R

Φ∗

∫ 1

ϕε

du

u

1

ϕ
√
ϕ4 − 1

, ϕ =
Φ

Φ∗
.

(4.57)

Since the dilaton decreases monotonically, we can redefine the radial variable by ϕ

as du = dϕ
ϕ′

, and we note that all the information about the turning point has been

scaled out after this recasting to the factors outside the integrals. The entropic c-

function receives a nonvanishing contribution simply from the finite part for which

the integrals are simply finite numerical factors. Then we see that S ∼ R
G4

Φ∗L ∼ R2

G4

L
l

which recovers cE ∼ R2

G4
.

From the discussion of the c-function for M2-branes (4.45), we see that C(w) =

N3/2V2w
2. Recalling that R2

G4
∼ N3/2, we see that the dilatonic c-function scales as

the entropic number of degrees of freedom (i.e. cE), but is in addition extensive:

it scales with V2 and shrinks as w2 along the flow to the IR. In the 2-dim bulk

theory after compactification, cE cannot be formulated since the spatial directions

are compactified but the dilatonic c-function nevertheless encodes the number of

degrees of freedom that cE encodes. Similar comparisons can be drawn for other

cases.

It is also interesting to recall the holographic c-function in [73]. For a bulk theory

ds2 = e2A(%)dx2
‖ + d%2 enjoying Lorentz invariance (i.e. z = 1), this c-function is

CFGPW (w) ∼ 1
GD (dA/d%)di

where di is the number of boundary spatial dimensions.

For AdSD, we have A ∼ log %
R

and cFGPW ∼ Rdi
GD

which gives cFGPW ∼ N3/2 for

M2-AdS4. For nonconformal Dp-branes (g2
YM ∼ gsα

′(p−3)/2) [8]

ds2
st =

r(7−p)/2

R
(7−p)/2
p

dx2
‖ +

R
(7−p)/2
p

r(7−p)/2 (dr2 + r2dΩ2
8−p) ,

eΦ = gs

(R7−p
p

r7−p

) 3−p
4
, R7−p

p ∼ g2
YMNα

′5−p , (4.58)
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upon S8−p-redux give the hvLif metric (4.17) with z = 1, p = di [89]: in this case,

using

θ = p− 9− p
5− p

= −(p− 3)2

5− p
, ds2

p+2 =
( %

Rp

)2(1− di
θ )
dx2
‖+d%

2 ,
%

Rp

=
( r

Rp

)− θ(5−di)
2di ,

(4.59)

we see that the dilatonic c-function (4.21) we have discussed (after redux to 2-dim)

gives

C(w) ∼ Neff (w)Vdiw
di , Neff (w) = N2

(
g2
YMN

w3−p

) p−3
5−p

, w =
r(5−p)/2

R
(7−p)/2
p

, (4.60)

as we have seen earlier in the detailed discussions on the D2-M2 and M5-D4 phases

(with w the nonconformal Dp-brane supergravity radius/energy variable [61]). On

the other hand, the c-function in [73] mentioned above can be seen to be cFGPW ∼
Neff (w), with the same scaling as the entropic c-function cE: this is a measure of

the local degrees of freedom of the higher dimensional theory, while the dilatonic

c-function C has additional extensivity arising from the compactification.

4.3 2-dim radial Hamiltonian formalism and β-

functions

A version of the holographic renormalization group was formulated in [42]: using

a radial ADM-type split of the bulk spacetime, the radial Hamiltonian constraint

gives rise to flow equations for couplings and corresponding β-functions. This is not

a Wilsonian formulation since the effective action at the scale corresponding to some

radial slice depends on data not just at higher energy scales that have been integrated

out: Wilsonian formulations of the holographic renormalization group have been

investigated in [70, 71]. Nevertheless this dVV formulation gives useful qualitative

insights into the holographic renormalization group. In this section, we will adapt

this to obtain renormalization group flow equations and β-functions starting with the

2-dim dilaton-gravity-scalar theory. As in [42], writing the boundary 1-dim action

on some radial slice in a radial Hamilton-Jacobi formulation, we separate this at

low scales into local and nonlocal parts and then write the local part in a derivative

expansion. Taking the leading term to arise from just a “boundary potential” term

for the couplings (scalars Φ,ΨI), i.e. no derivatives, we obtain relations between

the original potential and the boundary potential using the Hamiltonian constraint,

thereby obtaining β-functions from the flow equations. We will describe this below.
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Consider the 2-dim gravity-scalar action (4.4) including the Gibbons-Hawking term

S =
1

16πG2

∫
d2x
√
−g
(

Φ2R− Φ2

2
hIJ∂µΨI∂µΨJ − U(Φ,ΨI)

)
+

1

16πG2

∫
dt
√
−γ Φ2 2K , (4.61)

where U(Φ,ΨI) = V Φ
2

D−2 . Substituting the radial decomposition of the metric

ds2 = (N2 + γtt(N
t)2)dr2 + 2γttN

tdtdr + γttdt
2 , (4.62)

certain boundary terms cancel with the Gibbons-Hawking term: then massaging

leads to a radial Lagrangian (in Appendix C.2, we derive this from dimensional

reduction of the Hamiltonian formulation of a higher dimensional theory of the sort

we have been considering)

L =
1

16πG2

∫
dt
√
−γ N

[
− 22tΦ

2 +
2K

N
(∂rΦ

2−N t∂tΦ
2)− Φ2

2
hIJ∂µΨI∂µΨJ −U

]
,

(4.63)

where the extrinsic curvature and the covariant derivative w.r.t. γtt are

Ktt =
1

2N
(∂rγtt − 2DtNt) , K = γttKtt , DtNt = ∂tNt − ΓtttNt , 2t ≡ γttDtDt ,

(4.64)

where γtt = (γtt)
−1 and Nt = γttN

t. The conjugate momenta for the fields γtt, Φ

and ΨI are

πtt ≡ 16πG2√
−γ

δL

δγ̇tt
=
γtt

N
(∂rΦ

2 −N t∂tΦ
2) ,

πΦ ≡
16πG2√
−γ

δL

δΦ̇
= 4KΦ =

2Φγtt

N
(γ̇tt − 2DtNt) ,

πI ≡
16πG2√
−γ

δL

δΨ̇I
= −Φ2hIJ

N
(Ψ̇J −N t∂tΨ

J) , (4.65)

where dot represents the radial derivative,i.e. Φ̇ = ∂rΦ and so on. Inverting, we

obtain

Φ̇ =
1

2Φ

(Nπtt
γtt

+N t∂tΦ
2
)
,

γ̇tt =
NπΦ

2Φγtt
+ 2DtNt ,

Ψ̇I = −Nh
IJπJ

Φ2
+N t∂tΨ

I . (4.66)
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The Hamiltonian is obtained by a Legendre transform of the Lagrangian (4.63) as

H =
1

16πG2

∫
dt
√
−γ(πttγ̇tt + πΦΦ̇ + πIΨ̇

I)−L =
1

16πG2

∫
dt
√
−γ(NH+N tHt) .

(4.67)

The fields N and N t being non-dynamical gives the constraints ∂H
∂N

= 0 and ∂H
∂Nt = 0

i.e.

H =
πttπΦ

2Φγtt
+ 22tΦ

2 + U − πIπI
2Φ2

+
Φ2

2
hIJγ

tt∂tΨ
I∂tΨ

J = 0 , (4.68)

Ht = −2γttDtπ
tt + πΦ∂tΦ + πI∂tΨ

I = 0 . (4.69)

Now as in [42], we imagine that the boundary action on some radial slice can be

evaluated as a function of boundary field values at that scale: then thinking of this

action in terms of a radial Hamilton-Jacobi formulation allows us to relate the con-

jugate momenta as derivatives of this action, which we then use in the Hamiltonian

constraints in a derivative expansion to relate the bulk and boundary expressions.

Towards this, we segregate this boundary action into a local part and a nonlocal part

at a low energy scale µ� µc (with µc the UV cut-off) in a derivative expansion,

Sbdy = Sloc + Γ . (4.70)

Here Γ contains higher derivative, nonlocal terms which encode the information

about correlation functions of the operators in the boundary theory and gives flow

equations for these correlation functions, which are the Callan-Symanzik equations

(we will not explore that here). A general form of the local action is Sloc =∫
dt
√
−γ

(
W (Φ,ΨI) + MIJ

2
∂aΨ

I∂aΨJ + . . .
)
, with W , MIJ are local functions of the

couplings. Approximating the local part of the boundary action in terms of just the

leading potential term (ignoring derivatives) as

Sbdy =

∫
dt
√
−γ W (Φ,ΨI) + · · · , (4.71)

we can define the conjugate momenta in terms of the boundary potential W (Φ,ΨI)

as

πtt ≡ 16πG2√
−γ

δSbdy
δγtt

= 8πG2γ
ttW ,

πΦ ≡
16πG2√
−γ

δSbdy
δΦ

= 16πG2
∂W

∂Φ
,

πI ≡
16πG2√
−γ

δSbdy
δΨI

= 16πG2
∂W

∂ΨI
. (4.72)
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Substituting these momenta in the Hamiltonian constraint (4.68) and collecting the

potential terms, we get a relation between the bulk potential U and the boundary

potential W as
U

(8πG2)2
=

2hIJ

Φ2

∂W

∂ΨI

∂W

∂ΨJ
− W

Φ

∂W

∂Φ
. (4.73)

Using the momenta (4.72) in terms of W , the flow equations (4.66) can be written

as

Φ̇ =
1

2Φ

(
(8πG2)NW +N t∂tΦ

2
)
,

γ̇tt =
(8πG2)N

Φγtt
∂W

∂Φ
+ 2DtNt ,

Ψ̇I = −(16πG2)NhIJ

Φ2

∂W

∂ΨJ
+N t∂tΨ

I . (4.74)

β-functions: Choosing Fefferman-Graham gauge

N = 1 , N t = 0 ; ds2 = dr2 + γttdt
2 , (4.75)

the flow equations become

Φ̇ =
(4πG2)W

Φ
, γ̇tt = (8πG2)

γtt
Φ

∂W

∂Φ
, Ψ̇I = −(16πG2)hIJ

Φ2

∂W

∂ΨJ
. (4.76)

From the above equation, we see that we can split the radial and time dependence of

γtt as γtt = a2γ̂tt, where a = a(r) and γ̂tt is independent of r (i.e. γtt simply rescales

under RG flow). Then the flow equation for γtt gives

ȧ =
(4πG2)

Φ

∂W

∂Φ
a . (4.77)

Using this relation, we can write the radial derivatives in terms of ȧ. In contrast

with the higher dimensional cases in [42], note that this brings a factor of ∂W
∂Φ

in the

β-functions, which we define for the RG flow as

βI ≡ a
d

da
ΨI =

aΨ̇

ȧ
= − 4hIJ

Φ ∂W
∂Φ

∂W

∂ΨJ
, (4.78)

βΦ ≡ a
d

da
Φ =

aΦ̇

ȧ
=

W
∂W
∂Φ

. (4.79)
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We can write the relation (4.73) between U and W in terms of β-functions as

U

(8πG2)2
=
W 2hIJβ

IβJ

8β2
Φ

− W 2

ΦβΦ

. (4.80)

4.3.1 β functions for conformal/non-conformal theories

In this subsection, we have set all the scales to unity i.e. R = 1, rhv = 1, 8πG2 = 1.

β-functions, conformal branes: The effective potential for 2-dim dilaton-gravity the-

ories obtained from e.g. reductions of conformal branes is of the form U(Φ): then

from (4.73), the boundary potential is given by

dW 2

dΦ2
= −U =⇒ W 2 = −

∫ Φ

Φh

U dΦ2 , (4.81)

where we have imposed W 2(Φh) = 0. This boundary condition in a sense reflects the

fact that the 1-dim background corresponds to zero energy. Expanding U around

the critical point,

U =
( dU
dΦ2

∣∣∣
h

)
(Φ2 − Φ2

h) + · · · , where U |h = 0 , (4.82)

the β-function becomes

βΦ =
W 2

ΦdW 2

dΦ2

=

∫ Φ

Φh
dΦ2U

ΦU
=

(
Φ4

2
− Φ2Φ2

h

)
+
(

Φ4
h

2

)
Φh(Φ2 − Φ2

h)
=

(Φ2 − Φ2
h)

2

2Φh(Φ2 − Φ2
h)

=
(Φ2 − Φ2

h)

2Φh

.

(4.83)

At the critical point, Φ = Φh, we see that βΦ vanishes, consistent with the expec-

tation that the AdS2 critical point background arises at the fixed point of the RG

flow.

β-functions, nonconformal branes: The effective potential for 2-dim dilaton-gravity-

scalar theories obtained from reductions of non-conformal branes (the dVV formu-

lation was discussed for nonconformal branes in [77]) is of the form

U(Φ,Ψ) = eγΨŨ(Φ) , (4.84)

with e.g. Ũ = −V0Φ + V2

Φ3 for 4-dim theories with z = 1, θ 6= 0, as we have seen.

Assuming an ansatz for W , W = e
γΨ
2 χ(Φ) and substituting in (4.73), we get

dχ2

dΦ2
=
γ2χ2

2Φ2
− Ũ . (4.85)
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Integrating this equation, the general solution is

χ2 = χ0(Φ2)
γ2

2 − (Φ2)
γ2

2

∫
dΦ2Ũ(Φ2)

−γ2

2 . (4.86)

Then βΦ can be written as

βΦ =
W 2

Φ∂W 2

∂Φ2

=
χ2

Φ dχ2

dΦ2

=
χ2

Φ(γ
2χ2

2Φ2 − Ũ)
. (4.87)

For arbitrary χ0 such that χ|h 6= 0 at the critical point, βΦ becomes βΦ

∣∣∣
h

= 2Φh
γ2 6= 0.

Let us consider the case when χ0 is chosen such that χ|h = 0: this makes the

boundary potential vanish at the critical point, i.e. W |h = 0, corresponding to zero

energy as in the conformal case above. To study this case, we expand Ũ around the

critical point,

Ũ =
( dŨ
dΦ2

∣∣∣
h

)
(Φ2 − Φ2

h) + · · · , where Ũ |h = 0 , (4.88)

and substitute the solution for χ in the above expression for β-function to get

βΦ =
2Φh

γ2

[
χ0 − (Φ2

h)
1− γ

2

2

(
dŨ
dΦ2

∣∣∣
h

)
(Φ2

2
− Φ2

h)
]

[
χ0 − (Φ2

h)
1− γ2

2

(
dŨ
dΦ2

∣∣∣
h

)(
Φ2

2

(
1− 4

γ2

)
− Φ2

h(1− 4
γ2

))] . (4.89)

Choosing χ0 = −(Φ2
h)

1− γ
2

2

(
dŨ
dΦ2

∣∣∣
h

)
Φ2
h

2
, which makes χ|h = 0 (and so W |h = 0), the

above expression simplifies to

βΦ =
2Φh

γ2 − 4
. (4.90)

For W = e
γΨ
2 χ(Φ), (4.78) and (4.79) give βΨ = −2γ

Φ
βΦ. We see that both β-functions

βΦ and βΨ do not vanish at the AdS2 critical point for any choice of χ0. This

vindicates the intuition that the AdS2 critical point can consistently be placed at

the fixed point of an RG flow, but not at some intermediate point along the flow.

4.3.2 Examples

β-function, M2-phase: The effective 2-dim potential for 4-dim Einstein-Maxwell

redux is

U = −V0Φ +
V2

Φ3
, V0 = −2Λ(4) = 6 , V2 = 2Q2 . (4.91)
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Then for W = W (Φ), (4.73) gives

W
∂W

∂Φ
− V0Φ2 +

V2

Φ2
= 0 , i .e.

∂

∂Φ

(W 2

2

)
= V0Φ2 − V2

Φ2
. (4.92)

Integrating this equation and imposing W |h = 0, we obtain

W = −
[2V0Φ3

3
+

2V2

Φ
+ 2χ0

] 1
2
, (4.93)

where the integration constant χ0 is fixed by our boundary condition (4.81) to be

χ0 = −8r3
0 using (4.91). The β-function using (4.79) is

βΦ =

[
2V0Φ3

3
+ 2V2

Φ
+ 2χ0

]
[
V0Φ2 − V2

Φ2

] . (4.94)

As we approach the AdS2 critical point placed in the M2 phase Φh = r0, Q
2 = 3r4

0,

we see that βΦ vanishes, elucidating the general discussion above for conformal branes

(note that βΦ diverges for arbitrary χ0 so the boundary condition onW is important).

β-function, D2-phase: D2-branes after S6-redux lead to a 4-dim hvLif theory with

exponents z = 1, θ = −1
3

. The effective potential in the 2-dim corresponding theory,

again setting dimensionful parameters to unity for convenience, is

U = eγΨ
(
− V0Φ +

V2

Φ3

)
, γ = −−1√

7
, V0 =

70

9
, V2 =

28

9
Q2 . (4.95)

Assuming an ansatz W = e
γΨ
2 χ(Φ) for W and substituting in (4.73) gives

χ
∂χ

∂Φ
− γ2χ2

2Φ
− V0Φ2 +

V2

Φ2
= 0 , (4.96)

whose solution gives

W = e
γΨ
2 χ(Φ) = −e

γΨ
2

[49

9

(Q2

Φ
+ Φ3

)
+ χ0Φ

1
7

] 1
2
, (4.97)

where the integration constant χ0 is again fixed by the boundary condition W |h = 0
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(it will turn out that the precise value of χ0 drops out in what follows). The β-

functions from (4.79), (4.78) become

βΦ =
2Φ
[

49
9

(Q2 + Φ4) + χ0Φ
8
7

]
[

49
9

(−Q2 + 3Φ4) + χ0

7
Φ

8
7

] h−→ 14r
7
6
0 ,

βΨ =
4√
7

[
49
9

(Q2 + Φ4) + χ0Φ
8
7

]
[

49
9

(−Q2 + 3Φ4) + χ0

7
Φ

8
7

] h−→ 4
√

7 , (4.98)

where we have evaluated the β-functions at the AdS2 critical point placed in this

D2-phase, which has

Φh = r
7
6
0 , e

γΨh
2 = r

− 1
6

0 , Q2 =
5

2
r

14
3

0 ⇒ Φ4 +Q2 =
7

2
r

14
3

0 , 3Φ4 −Q2 =
1

2
r

14
3

0 .

(4.99)

These nonvanishing β-functions imply that the theory is still flowing at the AdS2

critical point which thus is an inconsistency and shows up as the massless scalar

mode found previously: the AdS2 horizon is only consistently placed within the true

fixed point region of the RG flow which is the above M2-phase in this D2-M2 phase

diagram.

β-function, M5-D4 phases: We can likewise analyse the flow for the M5-D4 system:

here the M5-AdS7 phase (after reducing on the S4) flows to the D4-supergravity

phase obtained by dimensional reduction on the M-theory 11th circle. The AdS7

phase has z = 1, θ = 0 while the D4-phase is a 6-dim hvLif theory with z = 1, θ = −1

and again the scalar leads to a massless mode if the AdS2 horizon is placed within

this region. Here again, the β-functions can be shown to vanish in the conformal

M5-phase but not in the D4-phase. To obtain extremal branes, we add an additional

U(1) gauge field which provides charge: this gives an Einstein-Maxwell or Einstein-

Maxwell-scalar theory in the M5- and D4-phases respectively.

The effective 2-dim potential for 7-dim Einstein-Maxwell redux is

U = −V0Φ
2
5 +

V2

Φ
18
5

=
1

Φ
3
5

(
− V0Φ +

V2

Φ3

)
, V0 = −2Λ(7) = 30 , V2 = 20Q2 .

(4.100)

Then (4.73) as for M2-branes gives

W = −
[5V0Φ

12
5

6
+

5V2

4Φ
8
5

− 125

2
r6

0

] 1
2
, (4.101)
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where an integration constant has again been fixed by the boundary condition W |h =

0. Then the β-function using (4.79) is

βΦ =

[
5V0Φ

12
5

6
+ 5V2

4Φ
8
5
− 125

2
r6

0

]
Φ
[
V0Φ

2
5 − V2

Φ
13
5

] , (4.102)

which vanishes at the AdS2 horizon Φh = r
5
2
0 , Q

2 = 3
2
r10

0 , if placed in the M5 phase.

Now, for the 6-dim hvLif theory with z = 1, θ = −1 from D4-redux, the 2-dim

effective potential is

U = eγΨ
(
− V0Φ

1
2 +

V2

Φ
7
2

)
= eγΨ

(
− V0Φ +

V2

Φ3

) 1

Φ
1
2

,

γ = − −1√
10

, V0 = 30 , V2 = 20Q2 . (4.103)

As for the D2-case, taking an ansatz W = e
γΨ
2 χ(Φ) and using (4.73) gives

W = e
γΨ
2 χ(Φ) = −e

γΨ
2

[25Q2

Φ
3
2

+ 25Φ
5
2 + χ0Φ

1
10

] 1
2
, (4.104)

where the precise value of the integration constant χ0 will again not play any role.

The β-functions using (4.79), (4.78) are

βΦ = 2Φ

[
25Q2

Φ
3
2

+ 25Φ
5
2 + χ0Φ

1
10

] 1
2[

−75Q2

2Φ
3
2

+ 125
2

Φ
5
2 + χ0

10
Φ

1
10

] , βΨ =
4√
10

[
25Q2

Φ
3
2

+ 25Φ
5
2 + χ0Φ

1
10

] 1
2[

−75Q2

2Φ
3
2

+ 125
2

Φ
5
2 + χ0

10
Φ

1
10

] .
(4.105)

If the AdS2 critical point is placed in the D4 phase, we require

Φh = r
5
2
0 , Q2 =

3

2
r10

0 ⇒ 25Q2

Φ
3
2

+ 25Φ
5
2 =

125

2
r

25
4

0 ,
−75Q2

2Φ
3
2

+
125

2
Φ

5
2 =

25

4
r

25
4

0 ,

(4.106)

giving βΦ|h → 20 r
5
2
0 and βΨ|h → 4

√
10 . As in the D2-case (4.98), these nonvanishing

β-functions imply that it is inconsistent to place the AdS2 critical point in the D4-

phase where the theory has a nontrivial RG flow.

It appears nontrivial to carry out this analysis of the flow equations and β-functions

for general potential U(Φ,ΨI) as e.g. for more general hvLif theories. Since the

perturbation analysis in [125] revealed a disconcerting massless mode only for z = 1

(which dovetails with our analysis here), it would appear that there would be no
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problem for the AdS2 throat to emerge in general hvLifz,θ theories. It would be

interesting to explore this further.

4.4 Discussion

We have formulated a version of the holographic renormalization group flow for

2-dim dilaton-gravity-scalar theories arising from reductions of higher dimensional

extremal black branes, as in [125], thereby restricting to 2-dim flows that end at an

AdS2 throat. We have assumed that the transverse space is sufficiently symmetric

which then allows this formulation to be insensitive to the higher dimensional branes

being relativistic or nonrelativistic. Based on the null energy conditions, we have

proposed a holographic c-function in terms of the 2-dim dilaton and given arguments

for the corresponding c-theorem (subject to appropriate boundary conditions on the

ultraviolet theory): at the IR AdS2, this becomes the extremal black brane entropy.

We have discussed this c-function (essentially inherited from higher dimensions) in

detail for nonconformal branes compactified, and compared with other c-functions.

Finally, we have adapted the radial Hamiltonian flow formulation of [42] to these

2-dim theories: while this is not Wilsonian, it gives qualitative insight into the flow

equations and β-functions.

It would be interesting to understand how general such a holographic RG flow is.

For instance, since our formulation has crucially used the sufficiently high symmetry

of the transverse space, it is unclear if this directly applies to other situations,

involving e.g. rotation (see e.g. [124]). It is also important to note that unlike a black

hole which exhibits a gap, the branes we have considered would contain additional

low-lying modes: from our analysis, it would seem that these do not change the

essential flow pattern, i.e. the c-function does capture the relevant degrees of freedom

describing the effective 2-dim physics. This is additionally corroborated by the fact

that in the infrared it equals the extremal entropy which is the number of available

microstates.

The analysis adapting [42] was motivated by the fact that the scalar perturbation

mode in [125] about the AdS2 background was found to be massless for z = 1

hvLif theories: this includes the hvLif family arising from reductions of nonconfor-

mal branes. We have seen however that in this case the β-functions do not vanish,

whereas they do for reductions of the M2-AdS4 phase to AdS2. This suggests that it

is consistent for the AdS2 throat to emerge in a conformal phase of the higher dimen-

sional theory (with AdSD dual) but not consistent to have the AdS2 critical point
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lie within a region encoding nontrivial RG flow. This is exemplified in the D2-M2

phase diagram and is consistent with our discussion of the c-function in sec. 4.2.3.

This dVV formulation is not Wilsonian, as discussed in the literature: it would be

interesting to adapt the Wilsonian formulations of [70, 71] to the 2-dim context:

we hope to report on this in the future. Relatedly it would be interesting to ex-

plore holographic renormalization [199, 200, 201] ([168] for uncharged nonconformal

branes) in this 2-dim context, perhaps building on [114].

For the 2-dim theories in [125] arising from compactification, the leading departures

away from the IR AdS2 critical point, described by Jackiw-Teitelboim theory, arise

from the leading linear term in the dilaton perturbation and are thus governed

by the Schwarzian derivative effective action. The dilaton fluctuation in (4.8) has

m2L2 = 2 and so corresponds to an irrelevant operator with dimension ∆ = 2

(using ∆ = 1
2

+
√

1
4

+m2L2 for a scalar mode ϕ of mass m with equation of motion

∂+∂−ϕ + m2L2

(x+−x−)2ϕ = 0). In light of the present work we note that some of the

more general 2-dim dilaton-gravity-matter theories (4.4) in the IR AdS2 region may

contain fluctuation modes with masses −1
4
≤ m2

IL
2 < 2 corresponding to dual

operators with dimension ∆ < 2. In such cases, the leading departures from the IR

AdS2 will presumably not be governed by the Schwarzian but some distinct effective

theory. It would be interesting to explore this further.

Our analysis here raises the question of understanding renormalization group flow

in boundary quantum mechanical theories, which could be interpreted as flowing

to lower energies (although not as spatial coarse-graining). The discussions here

on e.g. nonconformal branes all pertain to large N (highly) supersymmetric theo-

ries (although fairly complicated, since in the IR they are dual to the compactified

extremal black branes). Although we have not used this, it would seem that the

constraints from supersymmetry will be powerful in 1-dimension, just as in higher

dimensions as is well-known. It would be interesting to explore this.

Finally it is interesting to ask if the 2-dim dilaton-gravity-scalar theories of the

general form (4.4) we have considered admit 2-dim de Sitter space dS2 as solutions.

For simplicity, taking ΨI = 0 and constant dilaton Φ, the Einstein equations and

dilaton equation (4.5) require U = 0 and ∂U
∂Φ2 = R > 0 at the dS2 critical point.

However this violates the condition (4.34) which we expect must hold if we take the

potential U as arising from some higher dimensional reduction as we have discussed

(implicitly taking U to have a leading term arising from a negative cosmological

constant as in known brane realizations followed by positive flux contributions).

Of course there are rolling (time-dependent) scalar solutions, as e.g. arises from
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reductions of dS4 (say with Poincare metric ds2 =
R2
dS

τ2 (−dτ 2 + dw2 + dx2
i )) . In 4-

dim Einstein gravity with a positive cosmological constant Λ > 0, the 2-dim potential

simply becomes U = 2ΛΦ > 0, and the 2-dim dilaton is Φ2 ∼ 1
τ2 . The nature of

such solutions (even in this simple classical sense) might be different from our AdS2

discussions here and might be worth exploring (see e.g. [202]).



Chapter 5

N-level ghost-spins and

entanglement

5.1 Introduction

Ghost-spin systems [46, 47, 48] and their patterns of entanglement are interesting

from multiple points of view. Some of these possible applications involve ghost

sectors in theories with gauge symmetry, while others pertain to conjectures involving

de Sitter physics and dS/CFT dualities [43, 44, 45, 203, 204, 205, 206, 207, 208, 209,

210] including higher spin versions. Ghost-spins are 2-level spin-like variables but

with indefinite norm [46]: thus in some ways, they are best regarded as simple

quantum mechanical toy models for theories with negative norm states. Ghost-spin

systems have interesting entanglement patterns by virtue of this indefinite norm. If

one considers ghost spin systems with even number of ghost spins then it is possible to

find subspaces in the Hilbert space where one obtains positive entanglement entropy

for positive norm states [46, 47]. The situation is not so fortuitous in the case of

odd number of ghost spins. However, several interesting physical systems which

contain indefinite norm states seem to admit even numbers of such states. Taking

the study of the ghost spins further, it was shown in [48] that appropriate ghost-spin

chains in the continuum limit give rise to the bc-ghost CFTs in two dimensions. This

suggests that they may be regarded as microscopic building blocks for ghost-CFTs

and perhaps more general non-unitary theories.

The explorations of the ghost-spin system so far have used 2-state spin-like variables

with indefinite inner product. It is interesting to study generalizations of ghost-

spins with flavour degrees of freedom assigned to them. These flavour quantum

119
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numbers may be relevant for applications to non-abelian gauge theories. However,

the ghost spin system with flavours by themselves is an interesting set up worthy of

exploration. Once we allow for flavour symmetry, there are multiple ways in which

they can be incorporated in the ghost-spins framework. One way is to assign an

index, say A, which takes N values, to a 2-component ghost-spin with either O(N)

or Sp(N) symmetry in the flavour index. The inner product in the flavour space is

given by δAB for the O(N) case and ΩAB in the Sp(N) case. More general inner

products can also be analyzed.

In this chapter, which is based on [211], we will explore these generalizations of

the 2-state ghost-spin system to N -level systems. In sec. 5.2, we will begin with

a brief recap of the known results followed by a list of the N -level generalizations

of ghost-spins that we discuss in this chapter. We introduce the O(N) and Sp(N)

inner products in the flavour indices as well as more general inner products JAB

which are symmetric but non-vanishing for A 6= B. In sec. 5.3, we look at the

O(N) generalization of the 2-level system where we denote the flavoured ghost spins

in terms of the 2-component spins carrying an additional index corresponding to

the global O(N) symmetry, | ↑A〉. We write the indefinite inner product between

spins by splitting it into indefinite product between | ↑〉 and | ↓〉 and a symmetric

product δAB in the O(N) index A. This as we will see is analogous to the bc-ghost

system studied in the flavourless 2-level system. We then consider the ghost-spin

chain with O(N) flavour symmetry and show that it leads to the flavoured bc-ghost

CFTs (sec. 5.3.1). We then consider correlated ghost-spin states in sec. 5.3.2 and

analyse the entanglement pattern in them. We find that the results that we had

obtained in the even ghost-spin system in the flavourless case carry over to the

case with flavours. We generically find a subspace of correlated ghost-spin states in

the Hilbert space with positive norm states having positive entanglement. Finally

we briefly comment on more general inner products which lead to spin-glass type

couplings in sec. 5.3.3. We then turn our attention in sec. 5.4 to symplectic inner

products between certain generalizations of ghost-spins and study entanglement in

correlated ghost spin states. Finally in sec. 5.5 we consider a generalization of 2-

level ghost-spins to N irreducible levels: this is slightly different from the flavoured

generalizations above. We study the entanglement pattern in correlated ghost-spin

states here as well. In sec. 5.6, we summarise our results and comment on their

applications to the dS/CFT correspondence, in part reviewing the picture in [212]

of dS4 as approximately dual to a thermofield-double type entangled state between

two copies of ghost-CFTs.
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5.2 Ghost-spins and N-level generalizations

Before getting to N -level generalizations, we first briefly review some essential as-

pects of ghost-spins. Ghost-spins were defined in [46] as simple toy quantum mechan-

ical models for theories with negative norm states, abstracting from bc-ghost CFTs.

These constructions were motivated by the studies [213, 214] on certain complex ex-

tremal surfaces in de Sitter space with negative area in dS4 which amount to analytic

continuations of the Ryu-Takayanagi formulations of holographic entanglement en-

tropy [53, 54, 215, 24]. In contrast with a single spin which has 〈↑ | ↑〉 = 1 = 〈↓ | ↓〉,
a single ghost-spin is defined as a 2-state spin variable with indefinite inner product

〈↑ | ↓〉 = 1 = 〈↓ | ↑〉 , 〈↑ | ↑〉 = 0 = 〈↓ | ↓〉 . (5.1)

A general state ψ+|+〉 + ψ−|−〉 thus has norm |ψ+|2 − |ψ−|2, which is not posi-

tive definite. By changing basis, the states |±〉 = 1√
2
(| ↑〉 ± | ↓〉) have manifestly

positive/negative norm, satisfying 〈±|±〉 = ±1. We can then normalize general

positive/negative norm states with norm ±1 respectively. Consider now a state

comprising two ghost-spins: this has norm

|ψ〉 = ψαβ|αβ〉 : 〈ψ|ψ〉 = γακγβλψ
αβψκλ

∗
, γ++ = 1, γ−− = 〈−|−〉 = −1 ,

(5.2)

where γαβ is the indefinite metric. Thus although states |−〉 have negative norm,

the state |−〉|−〉 has positive norm. The full density matrix is ρ = |ψ〉〈ψ| =∑
ψαβψκλ

∗|αβ〉〈κλ|. Tracing over one of the ghost-spins leads to a reduced den-

sity matrix (ρA)ακ = γβλψ
αβψκλ

∗
= γββψ

αβψκβ
∗
,

(ρA)++ = |ψ++|2 − |ψ+−|2 , (ρA)+− = ψ++ψ−+∗ − ψ+−ψ−−
∗
,

(ρA)−+ = ψ−+ψ++∗ − ψ−−ψ+−∗ , (ρA)−− = |ψ−+|2 − |ψ−−|2 , (5.3)

for the remaining ghost-spin. Then trρA = γακ(ρA)ακ = (ρA)++ − (ρA)−−. Thus

the reduced density matrix is normalized to have trρA = trρ = ±1 depending on

whether the state (5.2) is positive or negative norm. The entanglement entropy

calculated as the von Neumann entropy of ρA is SA = −γαβ(ρA log ρA)αβ, perhaps

best defined using a mixed-index reduced density matrix (ρA)ακ = γβκ(ρA)αβ. This

can be illustrated via a simple family of states [46] with a diagonal reduced density

matrix: setting ψ−+∗ = ψ+−ψ−−
∗
/ψ++ in the states (5.2) gives
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(ρA)αβ|α〉〈β| = ±x|+〉〈+| ∓ (1− x)|−〉〈−| , x =
|ψ++|2

|ψ++|2 + |ψ−−|2
[0 < x < 1] ,

(ρA)κα = γαβ(ρA)βκ : (ρA)+
+ = ±x, (ρA)−− = ±(1− x), (5.4)

where the ± pertain to positive/negative norm states respectively (note that trρA =

(ρA)+
+ + (ρA)−− = ±1). The location of the negative eigenvalue is different for pos-

itive/negative norm states, leading to different results for the von Neumann en-

tropy. Now log ρA simplifies to (log ρA)+
+ = log(±x) and (log ρA)−− = log(±(1 −

x)). The entanglement entropy defined as SA = −γαβ(ρA log ρA)αβ becomes SA =

−(ρA)+
+(log ρA)+

+ − (ρA)−−(log ρA)−− and so

〈ψ|ψ〉 ≷ 0 : SA = −(±x) log(±x)− (±(1− x)) log(±(1− x)) . (5.5)

For positive norm states, SA is manifestly positive since x < 1, just as in an ordinary

2-spin system. Negative norm states give a negative real part for EE since x < 1 and

the logarithms are negative: further there is an imaginary part (the simplest branch

has log(−1) = iπ).

Now consider restricting to the subspace

|ψ〉 = ψ++|+ +〉+ ψ−−| − −〉 −→ 〈ψ|ψ〉 = |ψ++|2 + |ψ−−|2 > 0 . (5.6)

These states of “correlated ghost-spins” comprise entanglement between two copies

of identical states: they can be seen to be strictly positive norm, with a positive re-

duced density matrix (5.3) and positive entanglement. In [212], a picture of de Sitter

space as a thermofield double type state (with de Sitter entropy then emerging as

the entanglement entropy) was discussed based on such correlated ghost-spin states

in two copies of ghost-CFTs at the future and past boundaries of dS4 in the static

coordinatization. For ensembles with an even number of ghost-spins, such correlated

ghost-spin states always exist comprising positive norm subsectors, as argued in [47],

where ensembles of ghost-spins were developed further with regard to their entan-

glement properties. Odd ghost-spins were found to behave differently: for instance,

|ψ〉 = ψ++...| + + . . .〉 + ψ−−...| − − . . .〉 has norm 〈ψ|ψ〉 = |ψ++...|2 + (−1)n|ψ−−...|2

and mixed-index RDM components (ρA)+
+ = |ψ++...|2, (ρA)−− = (−1)n|ψ−−...|2. This

is not positive definite for n odd (even if 〈ψ|ψ〉 > 0). Ensembles of ghost-spins and

spins were also found to exhibit interesting entanglement patterns.

In [48], certain 1-dim ghost-spin chains with specific nearest-neighbour interactions

were found to yield bc-ghost CFTs in the continuum limit, i.e. these ghost-spin chains
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are in the same universality class as those ghost-CFTs. We will not review this here

since this will effectively be encompassed in a related detailed description later.

N-level ghost-spins: In this chapter, we generalize the 2-level ghost-spin reviewed

above to N -levels by considering various generalizations as outlined below:

• O(N) symmetry flavour generalization of the bc-ghost system:

〈↓A | ↑B〉 = δAB = 〈↑A | ↓B〉 , 〈↓A | ↓B〉 = 〈↑A | ↑B〉 = 0 , A,B = 1, 2, . . . , N .

(5.7)

These are essentially N copies of the 2-level ghost-spin system. It is then possible

to find appropriate ghost-spin chains which lead to a generalization of the bc-ghost

system but with internal O(N) flavour indices. A simple generalization of this case

involves the flavours having a spin-glass type interaction with coupling JAB which is

in general non-vanishing for A 6= B,

〈↓A | ↑B〉 = JAB = 〈↑A | ↓B〉 ; 〈↓A | ↓B〉 = 〈↑A | ↑B〉 = 0 , A,B = 1, 2, . . . , N .

(5.8)

In flavour space, this thus encodes possibly nonlocal flavour couplings. Taking the

JAB matrix to be real and symmetric allows diagonalization and in that diagonal

basis, this can be reduced to the above O(N) flavoured case.

• N -levels with symplectic-like structure:

〈↑A | ↓B〉 = iΩAB , 〈↓A | ↑B〉 = iΩAB , 〈↑A | ↑B〉 = 0 = 〈↓A | ↓B〉 ,

A,B = 1, . . . , 2N . (5.9)

These have a symplectic structure built into the inner product, which was in part

motivated by 3-dim ghost-CFTs of symplectic fermions [216, 217] that have been

discussed in the conjectured duals to higher spin dS4 [203].

• N irreducible levels, i.e. we generalize the two states | ↑〉, | ↓〉 to |e1〉, . . . , |eN〉
such that

〈ei|ei〉 = 0 ; 〈ei|ej〉 = 1 for i 6= j, i, j = 1, 2, . . . , N . (5.10)

This case is slightly different from the previous cases in that the elemental ghost-

spins are not 2-level anymore (with flavour indices), but irreducibly N -level.

In all these cases representing N -level generalizations of ghost-spin ensembles, we

will argue that correlated ghost-spin states exist comprising a uniformly positive

norm subspace of states with the interpretation of entanglement between two copies

of the state space. This will be the main point of the chapter.
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It is possible to find operator realizations consistent with some of these inner products

above. The first case essentially comprises N copies of the bc-operator algebra,

{σAb , σBc } = δAB . (5.11)

We can then define ghost-spin-chain Hamiltonians with nearest neighbour hopping

type interactions but with the flavours decoupled,

H =
∑
n

(
σAbnσ

B
c(n+1) + σAb(n+1)σ

B
cn

)
δAB

?−−−→
∫
bA∂cA . (5.12)

Based on the fact that the continuum limit for the single flavour case is the familiar

bc-ghost CFT [48], the continuum limit can be argued to be flavoured generalizations

of bc-ghost CFTs, with the flavour contractions exhibiting O(N) symmetry. We will

discuss this in detail in sec. 3. The symplectic inner products above are consistent

with the operator algebra

{σAb , σBc } = iΩAB , (5.13)

as we will discuss in sec. 5. The continuum limit is less clear in this case, although

there are indications that these may be related to logarithmic CFTs [218, 219, 220,

221, 222, 223, 224].

5.3 N-level ghost-spins with O(N) flavour symme-

try

In this section, we consider an N -level generalization of ghost-spins with O(N) sym-

metry among the N internal flavour indices, defined by (5.7), i.e. we have the ele-

mental inner products

〈↑A | ↓B〉 = δAB = 〈↓A | ↑B〉, 〈↑A | ↑B〉 = 0 = 〈↓A | ↓B〉, A,B = 1, 2, . . . , N ,

|±A〉 =
1√
2

(| ↑A〉 ± | ↓A〉) , 〈±A|±B〉 = ±δAB , 〈±A|∓B〉 = 0 .

(5.14)

This is essentially N copies of the 2-level ghost-spin reviewed in sec. 2. In the second

line, we have defined a convenient basis where the inner product is diagonal: this

makes manifest the negative norm basis states.

Consider first a single ghost-spin with N flavours. The general configuration is

defined by specifying the simultaneuous configurations for each of the N flavours so
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the general state comprising various basis states |si〉 is

|ψ〉 = ψsi |si〉 , |si〉 ≡


∣∣∣∣∣∣∣
↑1

↑2

↑3

.

.

.

〉
,

∣∣∣∣∣∣∣
↓1

↑2

↑3

.

.

.

〉
,

∣∣∣∣∣∣∣
↑1

↓2

↑3

.

.

.

〉
, . . .

 , (5.15)

i.e. in the first basis state, the first flavour is ↑1, the second is ↑2, third being ↑3 and

so on, and likewise for the other basis states. It is important to note that the |si〉
are really direct product states over the various flavour components: although we

have written them as column vectors for convenience of notation (especially in light

of the discussion later on multiple ghost-spins), the inner products between these

states is not a dot product between two column vectors. Instead we define the inner

products between the configurations |si〉 as

〈si|sj〉 =
1

N !

∑
εA1A2...AN εB1B2...BN 〈s

A1
i |s

B1
j 〉〈s

A2
i |s

B2
j 〉 · · · 〈s

AN
i |s

BN
j 〉 , (5.16)

where i, j = 1, 2, . . . , 2N label the configurations, A1, B1, · · · = 1, 2, . . . , N label the

flavours and εA1A2...AN is the totally symmetric tensor with ε12...N = 1 and εA1A2...AN

vanishes if any two labels are the same. In other words, εA1A2...AN is simply a book-

keeping device for ensuring that each elemental state |sAj 〉 in |sj〉 is paired with

another corresponding elemental state in 〈si|.

To illustrate how this works, let us consider a simple example of a single ghost-spin

with N = 2 flavours: the distinct configurations of this system are described by the

basis states

|s1〉 =
∣∣↑1
↑2
〉
, |s2〉 =

∣∣↑1
↓2
〉
, |s3〉 =

∣∣↓1
↑2
〉
, |s4〉 =

∣∣↓1
↓2
〉
. (5.17)

Then the inner product (5.16) simplifies to

〈si|sj〉 =
1

2!

∑
εA1A2εB1B2〈sA1

i |s
B1
j 〉〈s

A2
i |s

B2
j 〉 = 〈s1

i |s1
j〉〈s2

i |s2
j〉+ 〈s1

i |s2
j〉〈s2

i |s1
j〉 ,
(5.18)

where we have used ε12 = 1 = ε21. Using the elemental inner products in (5.14) gives

〈si|sj〉 = 〈s1
i |s1

j〉〈s2
i |s2

j〉 . (5.19)

Writing this out explicitly, we have

〈s1|s4〉 = 〈↑1 | ↓1〉〈↑2 | ↓2〉 = 1 , 〈s2|s3〉 = 〈↑1 | ↓1〉〈↓2 | ↑2〉 = 1 ,

〈s3|s2〉 = 〈↓1 | ↑1〉〈↑2 | ↓2〉 = 1 , 〈s4|s1〉 = 〈↓1 | ↑1〉〈↓2 | ↑2〉 = 1 . (5.20)
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The other inner products vanish. Based on these inner products for the basis states,

we can write the norm for the generic state as

|ψ〉 = ci|si〉 ⇒ 〈ψ|ψ〉 =
(
c∗j〈sj|

)
·
(
ci|si〉

)
= c∗1c4 + c∗4c1 + c∗2c3 + c∗3c2 . (5.21)

Appropriate pairs of states can be used to define a new basis of positive and negative

norm states: s1±s4, s2±s3 and so on have norm ±2 respectively. Likewise for N = 4

flavours, the 24 = 16 configurations |si〉 are 1

|s1〉 =

∣∣∣∣∣∣
↑1

↑2

↑3

↑4

〉
, |s2〉 =

∣∣∣∣∣∣
↑1

↑2

↑3

↓4

〉
, |s3〉 =

∣∣∣∣∣∣
↑1

↑2

↓3

↑4

〉
,

· · · , |s15〉 =

∣∣∣∣∣∣
↓1

↓2

↓3

↑4

〉
, |s16〉 =

∣∣∣∣∣∣
↓1

↓2

↓3

↓4

〉
(5.22)

and the inner product (5.16) is

〈si|sj〉 =
1

4!

∑
εA1A2A3A4εB1B2B3B4〈sA1

i |s
B1
j 〉〈s

A2
i |s

B2
j 〉〈s

A3
i |s

B3
j 〉〈s

A4
i |s

B4
j 〉 . (5.23)

Using (5.14), this simplifies to

〈si|sj〉 =
1

4!

∑
A1,A2,A3,A4

ε2A1A2A3A4
〈sA1
i |s

A1
j 〉〈s

A2
i |s

A2
j 〉〈s

A3
i |s

A3
j 〉〈s

A4
i |s

A4
j 〉

= 〈s1
i |s1

j〉〈s2
i |s2

j〉〈s3
i |s3

j〉〈s4
i |s4

j〉 , (5.24)

noting that there are 4! non-zero εA1A2A3A4 components, which can succinctly be

written as

〈si|s17−i〉 = 1 , (5.25)

1These states can be written in terms of a basis which is manifestly O(N) invariant. Namely

|t0〉 =

N∏
i=1

| ↑i〉 , |tvec〉 =

N∏
j 6=i,i=1

| ↑i〉| ↓j〉 , ∀j ,

|tadj〉 =

N∏
j 6=k 6=i,i=1

| ↑i〉| ↓j〉 , ∀j, k ; · · ·

Where, 0 is the trivial representation, vec corresponds to the vector representation and adj is the
adjoint(antisymmetric) representation of O(N). To see the relation between the |t〉 and the |s〉
bases, consider for example, the states in (5.22): these get organised into representations of O(4)
as 1, 4, 6, 4, 1 with the states |s1〉 and |s16〉 forming two singlets, |s2〉 to |s5〉 (|s12〉 to |s15〉)
belonging to the vector representation and |s6〉 to |s11〉 to the adjoint representations of O(4). We
will, however, continue using the basis given in (5.15) for convenience.
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with other inner products vanishing. Similarly, for general N , the inner product

(5.16) is

〈si|sj〉 =
1

N !

∑
A1,...,AN

ε2A1...AN
〈sA1
i |s

A1
j 〉 · · · 〈s

AN
i |s

AN
j 〉

= 〈s1
i |s1

j〉 · · · 〈sNi |sNj 〉 =
∏
A

〈sAi |sAj 〉 . (5.26)

Thus two generic states have inner product

〈ψ1|ψ2〉 = (ψ
sj
1 )∗ψsi2 〈sj|si〉 = (ψ

sj
1 )∗ψsi2

∏
A

〈sAj |sAi 〉 . (5.27)

5.3.1 Ghost-spin chain for the bc-CFT with O(N) symmetry

We want to now study infinite ghost-spin chains along the lines of those in [48], but

with additional flavour structure respecting the O(N) flavour symmetry we have

been discussing so far. In effect, this amounts to N flavour copies of ghost-spins

at each lattice site. Thus we define two species of N -component commuting spin

variables, σAbn and σAcn at each lattice site n satisfying

{σAbn, σBcn} = δAB , [σAbn, σ
B
bn′ ] = [σAcn, σ

B
cn′ ] = [σAbn, σ

B
cn′ ] = 0 . (5.28)

These commuting spin-variables are Hermitian σ†Ab = σAb , σ†Ac = σAc and their action

on ghost-spin states is

σAb | ↓B〉 = 0, σAb | ↑B〉 = δAB| ↓B〉, σAc | ↓B〉 = δAB| ↑B〉, σAc | ↑B〉 = 0, (5.29)

where there is no summation over the flavour index B. For multiple ghost-spin states

in the chain, the σAbn operator acts to lower the Ath-flavour state within the ghost-

spin configuration at site n, and likewise σAcn is the corresponding raising operator.

To illustrate this explicitly, consider two ghost-spins with N = 2 flavours: then

σ2
b1

∣∣↑1
↑2
〉∣∣↓1
↓2
〉

=
∣∣↑1
↓2
〉∣∣↓1
↓2
〉
, σ1

c2

∣∣↑1
↑2
〉∣∣↓1
↓2
〉

=
∣∣↑1
↑2
〉∣∣↑1
↓2
〉
, σ2

b1σ
2
c2

∣∣↑1
↑2
〉∣∣↓1
↓2
〉

=
∣∣↑1
↓2
〉∣∣↓1
↑2
〉
, . . .

(5.30)

The ghost-spin chain is then defined by a Hamiltonian encoding interactions between

the ghost-spins at various lattice sites. Since the flavours do not mix, the interaction

Hamiltonian here is simply a straightforward generalization involving a decoupled

sum over various flavours of the single flavour one in [48]. So consider a 1-dim
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ghost-spin chain with a “hopping” type interaction Hamiltonian

H = J
∑
n

N∑
A=1

(σAbnσ
A
c(n+1) + σAbnσ

A
c(n−1)) = J

∑
n

N∑
A=1

(σAbnσ
A
c(n+1) + σAb(n+1)σ

A
cn) , (5.31)

where n, n + 1, n− 1 label nearest label lattice sites in the chain. The action on a

nearest neighbour pair of ghost-spins at lattice sites (n, n+ 1) is given as

σAbnσ
A
c(n+1) :

. . .⊗ ∣∣∣ .
.
.

↑A

.

.

.

〉
n
⊗
∣∣∣ .

.

.

↓A

.

.

.

〉
n+1
⊗ . . .

→ J

. . .⊗ ∣∣∣ .
.
.

↓A

.

.

.

〉
n
⊗
∣∣∣ .

.

.

↑A

.

.

.

〉
n+1
⊗ . . .

,
σAb(n+1)σ

A
cn :

. . .⊗ ∣∣∣ .
.
.

↓A

.

.

.

〉
n
⊗
∣∣∣ .

.

.

↑A

.

.

.

〉
n+1
⊗ . . .

→ J

. . .⊗ ∣∣∣ .
.
.

↑A

.

.

.

〉
n
⊗
∣∣∣ .

.

.

↓A

.

.

.

〉
n+1
⊗ . . .

.
(5.32)

The N flavours are decoupled and the interaction between ghost-spins at two neigh-

bouring lattice sites is through the same flavour at the two sites. Thus we can follow

the analysis in [48] flavour-by-flavour.

Towards constructing the continuum limit of the ghost-spin chain (5.31), we note

that the σAb,c operators commute at neighbouring lattice sites as in the single flavour

case. Thus we define two species of N -component fermionic operators satisfying the

anti-commutation relations

{aAbi, aBcj} = δijδ
AB , {aAbi, aBbj} = {aAci, aBcj} = 0 , (5.33)

which anti-commute at different lattice sites i, j also. The action of these fermionic

operators on ghost-spin states is

aAb | ↓B〉 = 0 , aAb | ↑B〉 = δAB| ↓B〉 , aAc | ↓B〉 = δAB| ↑B〉 , aAc | ↑B〉 = 0 ,

〈↓B |aAb = 0 , 〈↑B |aAb = δAB〈↓B | , 〈↓B |aAc = δAB〈↑B | , 〈↑B |aAc = 0 .
(5.34)

This is obtained by constructing a flavoured generalization of the Jordan-Wigner

transformation in [48] for the commuting spin variables (σAb , σAc ) as

σAb1 = aAb1 , σAc1 = aAc1 ,

σAb2 = i(1− 2aAc1a
A
b1)aAb2 , σAc2 = −i(1− 2aAc1a

A
b1)aAc2 , . . . ,

σAbn = i(1− 2aAc1a
A
b1)i(1− 2aAc2a

A
b2) . . . i(1− 2aAc(n−1)a

A
b(n−1))a

A
bn , (5.35)

σAcn = (−i)(1− 2aAc1a
A
b1)(−i)(1− 2aAc2a

A
b2) . . . (−i)(1− 2aAc(n−1)a

A
b(n−1))a

A
cn , . . .
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for each flavour index A independently (i.e. the transformations are decoupled for

distinct flavours). The inverse transformations for the fermionic ghost-spin variables

(aAb , aAc ) are

aAb1 = σAb1 , aAc1 = σAc1 ,

aAb2 = i(1− 2σAc1σ
A
b1)σAb2 , aAc2 = −i(1− 2σAc1σ

A
b1)σAc2 , . . . ,

aAbn = i(1− 2σAc1σ
A
b1)i(1− 2σAc2σ

A
b2) . . . i(1− 2σAc(n−1)σ

A
b(n−1))σ

A
bn , (5.36)

aAcn = (−i)(1− 2σAc1σ
A
b1)(−i)(1− 2σAc2σ

A
b2) . . . (−i)(1− 2σAc(n−1)σ

A
b(n−1))σ

A
cn , . . .

for each flavour indexA independently. The factor (1−2σAciσ
A
bi) is−1 or +1 depending

on whether the i-th location is occupied by (↑A) or not (↓A), which means (1 −
2σAciσ

A
bi)

2 = 1. Using

[±i(1− 2σAciσ
A
bi)]
† = ±i(1− 2σAciσ

A
bi) , (5.37)

we can check that the operators aAbn, aAcn are hermitian. Now substituting the Jordan-

Wigner transformation (5.35) in the ghost-spin Hamiltonian in the commuting spin

variables (5.31) gives

H = J
∑
n

N∑
A=1

(σAbnσ
A
c(n+1) + σAbnσ

A
c(n−1)) ,

= J
∑
n

N∑
A=1

(
in−1[1]A[2]A . . . [n− 1]AaAbn(−i)n[1]A[2]A . . . [n]AaAc(n+1) (5.38)

+in−1[1]A[2]A . . . [n− 1]AaAbn(−i)n−2[1]A[2]A . . . [n− 2]AaAc(n−1)

)
,

where [k]A = (1− 2aAcka
A
bk). Commuting the various [k]A factors gives

H = J
∑
n

N∑
A=1

(
(−i)aAbn(1− 2aAcna

A
bn)aAc(n+1) + i(1− 2aAc(n−1)a

A
b(n−1))a

A
bna

A
c(n−1)

)
,

= iJ
∑
n

N∑
A=1

aAbn(aAc(n+1) − aAc(n−1)) . (5.39)

We see that this Hamiltonian for the 1-dimensional chain of N -level ghost-spins

with O(N) symmetry breaks up as a decoupled sum of N copies of the Hamiltonian

for 2-level ghost-spins in [48]. Then following the analysis there for each flavour

independently and taking the continuum limit, we can show that we obtain N copies
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of bc-ghost CFTs with O(N) flavour symmetry. This finally gives

H =
N∑
A=1

∑
k

kbA−kc
A
k =

N∑
A=1

∑
k>0

k
(
bA−kc

A
k + cA−kb

A
k

)
, (5.40)

which is essentially the operator L0 for a bc-ghost CFT enjoying O(N)-flavour sym-

metry, with action

S =

∫
d2z

N∑
A=1

bA∂cA , (5.41)

and a corresponding anti-holomorphic part. Further details are similar to [48], except

with multiple flavours.

5.3.2 Correlated ghost-spin states and entanglement

We now return to ghost-spin ensembles and their entanglement properties. Along

the lines in (5.15) for enumerating states in the ↑, ↓-basis, we can clearly use the

|±i〉-basis to define the basis states |si〉 there: the advantage in the |±i〉-basis is

that positive/negative norm states are easier to identify manifestly. For a single

ghost-spin with N = 2 flavours, we have then

|s1〉 =
∣∣+1

+2

〉
, |s2〉 =

∣∣+1

−2

〉
, |s3〉 =

∣∣−1

+2

〉
, |s4〉 =

∣∣−1

−2

〉
. (5.42)

We remind the reader that although we are using column vectors for notational

convenience, these are really direct product states: the inner product (5.16) here

gives

〈s1|s1〉 = 〈+1|+1〉〈+2|+2〉 = 1, 〈s4|s4〉 = 〈−1|−1〉〈−2|−2〉 = 1,

〈s2|s2〉 = 〈+1|+1〉〈−2|−2〉 = −1, 〈s3|s3〉 = 〈−1|−1〉〈+2|+2〉 = −1, (5.43)

and this is an orthonormal basis of positive and negative norm states. A generic

state then has norm

|ψ〉 = ci|si〉 ⇒ 〈ψ|ψ〉 = |c1|2 + |c4|2 − |c2|2 − |c3|2 . (5.44)

Thus states made from |s2〉, |s3〉 alone have negative norm. It is straightforward to

write down similar basis states for arbitrary N flavours. For N flavours, there are

2N basis states |si〉. The inner products are

〈si|si〉 =
∏
A

〈sAi |sAi 〉 . (5.45)
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Since this is a diagonal basis now, we have 〈si|si〉 = ±1 respectively when there is

an even or odd number of |−A〉 elemental ghost-spins in |si〉. This is exemplified in

the N = 2 case (5.43) above.

Now let us consider two ghost-spins. The states can be made from the 22N basis

states |si〉|sj〉 obtained by tensor products of the single ghost-spin states. The inner

products between them are

〈(sk|〈sl| ) · ( |si〉|sj〉) = 〈sk|si〉 〈sl|sj〉 (5.46)

Then the general state and its norm are

|ψ〉 = ψsisj |si〉|sj〉 , 〈ψ|ψ〉 = (ψsksl)∗ψsisj
∏
A

〈sAk |sAi 〉
∏
B

〈sBl |sBj 〉 , (5.47)

with two products over the flavour components of the two basis states. Tracing over

say the second ghost-spin in this state leads to a subsystem comprising the single

remaining ghost-spin, with reduced density matrix defined as

(ρA)sk,si = (ψsksl)∗ψsisj 〈sl|sj〉 = (ψsksl)∗ψsisj
∏
B

〈sBl |sBj 〉 . (5.48)

The entanglement entropy of this reduced density matrix can then be calculated

using the formulation in [46, 47, 48]: we will see this below. Restricting attention

for simplicity to N = 2 flavours, we can use the four basis states (5.42). Then the 2

ghost-spin states can be described using the 16 basis states |si,j〉 ≡ |si〉|sj〉, or more

explicitly,

∣∣+1

+2

〉∣∣+1

+2

〉
,
∣∣+1

+2

〉∣∣+1

−2

〉
,
∣∣+1

+2

〉∣∣−1

+2

〉
,
∣∣+1

+2

〉∣∣−1

−2

〉
,∣∣+1

−2

〉∣∣+1

+2

〉
,
∣∣+1

−2

〉∣∣+1

−2

〉
,
∣∣+1

−2

〉∣∣−1

+2

〉
,
∣∣+1

−2

〉∣∣−1

−2

〉
,∣∣−1

+2

〉∣∣+1

+2

〉
,
∣∣−1

+2

〉∣∣+1

−2

〉
,
∣∣−1

+2

〉∣∣−1

+2

〉
,
∣∣−1

+2

〉∣∣−1

−2

〉
,∣∣−1

−2

〉∣∣+1

+2

〉
,
∣∣−1

−2

〉∣∣+1

−2

〉
,
∣∣−1

−2

〉∣∣−1

+2

〉
,
∣∣−1

−2

〉∣∣−1

−2

〉
. (5.49)

The inner products (5.46) can then be seen to give the norms e.g.

〈si,i|si,i〉 = (〈si|si〉)2 = 1 , 〈s1,2|s1,2〉 = 〈s1|s1〉〈s2|s2〉 = −1 ,

〈s2,3|s2,3〉 = 〈s2|s2〉〈s3|s3〉 = 1 , . . . (5.50)

and so on, using (5.43). It is clear again that the norms are again ±1 depending on

whether the state |si,j〉 contains an even or odd number of |−A〉 elemental states.
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The general state has norm

|ψ〉 =
∑

ψsi,sj |si〉|sj〉 〈ψ|ψ〉 = (ψsk,sl)∗ψsi,sj〈sk|si〉〈sl|sj〉 = |ψsi,sj |2〈si,j|si,j〉 .
(5.51)

This is a sum over |ψsi,sj |2 weighted by ±1 depending on the sign of the norm of

|si,j〉. A particularly interesting subset of states are what we call “correlated states”,

generalizing the discussion in [47]. These are of the form

|ψcorr〉 =
∑

ψsi,si |si〉|si〉 〈ψcorr|ψcorr〉 =
4∑
i=1

|ψsj ,sj |2 > 0 , (5.52)

and are necessarily positive norm, even though some of the individual basis states

are negative norm. The basis states |si〉|si〉 here are of the form

∣∣+1

+2

〉∣∣+1

+2

〉
,
∣∣+1

−2

〉∣∣+1

−2

〉
,
∣∣−1

+2

〉∣∣−1

+2

〉
,
∣∣−1

−2

〉∣∣−1

−2

〉
, (5.53)

and we see explicitly that this subspace of correlated states is obtained by entangling

some configuration for the first ghost-spin with an identical configuration for the

second ghost-spin. Thus we have only 4 states which span the correlated ghost-spin

subspace. It is clear that these are necessarily positive norm since there is an even

number of minus ghost-spins (any odd number in each column is doubled). Note

that this is a smaller subspace than that comprising all positive norm states which

simply need to have an even number of minus signs: e.g. the basis state
∣∣+1

+2

〉∣∣−1

−2

〉
is positive norm but the two ghost-spins have different configurations. This can be

generalized to two ghost-spins with N flavours in a straightforward manner: the

general state is again of the form (5.52) but with the |si〉 encoding N flavour ghost-

spin configurations. There are 2N basis states |si〉 so this subspace of correlated

states is 2N -dimensional, somewhat smaller than the 22N -dimensional space of all

states.

These correlated ghost-spin states entangle identical ghost-spins between the two

sets of ghost-spins. These states necessarily encode positive entanglement since any

sublinear combination of the norm is still positive definite (one way to see this is to

note that this can be mapped to an auxiliary system of ordinary spins, which has

no minus signs and is entirely positive norm). More explicitly, for a state of the

form |ψ〉 = ψsI ,sI |sI〉|sI〉+ψsJ ,sJ |sJ〉|sJ〉 made of the states |sI,I〉, |sJ,J〉, the reduced

density matrix (5.48) can be taken to construct a mixed-index reduced density matrix

as in [46, 47, 48], which then makes explicit the contraction structure with respect

to the ghost-spin inner product metric (incorporating the signs for negative norm
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states). To be explicit, consider |ψ〉 = ψs1,s1|s1〉|s1〉 + ψs2,s2|s2〉|s2〉 noting that |s1〉
and |s2〉 are positive and negative norm respectively. Then

(ρA)s1s1 = (ρA)s1,s1 = |ψs1,s1|2, (ρA)s2s2 = −(ρA)s2,s2 = |ψs2,s2|2 ;

trρA = 〈ψ|ψ〉 = 1 . (5.54)

The mixed-index reduced density matrix is (ρA)sisj = γsj ,sk(ρA)si,sk = 〈sj|sk〉(ρA)si,sk ,

where the metric γsi,sj = 〈si|sj〉 is defined by the inner products (5.43). This de-

scription can be generalized to all such states, and indeed to all 2-ghost-spin states

(5.51): in this case, it can be shown along the lines of the single flavour case that

more general positive norm subsectors exist. In general however, the state space has

many branches of negative norm states, and the reduced density matrix in general

has negative eigenvalues with a complex entanglement entropy correspondingly (as

was already the case in the single flavour case).

These states can be generalized to any even number of ghost-spins. For odd numbers

of ghost-spins however, this structure does not prevail: there are states that are

positive norm but the reduced density matrix continues to have negative eigenvalues

so that the entanglement entropy is not positive.

It is now interesting to consider two copies of ghost-spin chains and consider cor-

related ghost-spin states representing entanglement between the two chains. This

is motivated by the discussion and picture in [212] of dS4 as dual to a thermofield-

double type entangled state in two copies CFTF × CFTP of the ghost-CFT at I+

and I− (reviewed in the Discussion in sec. 5.6). So let us consider GC1 ×GC2 where

each GC represents a ghost-spin chain whose continuum limit gives a bc-ghost CFT

with flavour symmetry as in sec. 5.3.1. Configurations of each GC can be represented

schematically by

|σ〉 ≡ (. . . |sn〉|sn+1〉 . . .) (5.55)

Then correlated entangled states in GC1 × GC2 can be represented as

|ψ〉 = ψσ,σ|σ〉|σ〉 , 〈ψ|ψ〉 =
∑
|σ〉

|ψσ,σ|2 > 0 . (5.56)

Now the states |σ〉 include the ground state as well as excited states. If we restrict

to the ground states alone, then since the flavours are all decoupled from each other,

the ground states |σ〉 comprise a 2N -dimensional subspace noting that each |sn〉 at

lattice site n in |σ〉 has 2N possibilities. Thus tracing over the second ghost-spin

chain copy GC2, we obtain the entanglement entropy of |ψ〉 restricting to ground
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states |σg〉 as

SA = −
2N∑
i=1

|ψσg ,σg |2 log |ψσg ,σg |2 → −2N
1

2N
log

1

2N
= N log 2 . (5.57)

We have used
∑

g |ψσg ,σg |2 = 1 from normalization and imposed maximal entangle-

ment, which equates all the coefficients giving |ψσg ,σg |2 = 1
2N

. Thus the entanglement

entropy scale as the number of flavours N .

5.3.3 Symmetric, spin-glass type, inner products

Here we briefly mention a generalization of the O(N) flavoured case but with the

various flavours talking to each other, with a spin glass type coupling. We define

the elemental inner products (5.8) using a symmetric form JAB and take the inner

products between the configurations |si〉 to be (5.16).

Let us consider first N = 2 flavours: then the states are as in (5.17) and the inner

products are

〈si|sj〉 = 〈s1
i |s1

j〉〈s2
i |s2

j〉+ 〈s1
i |s2

j〉〈s2
i |s1

j〉 . (5.58)

Using the elemental inner products (5.8), the non-zero inner products are

〈s1|s4〉 = 〈↑1 | ↓1〉〈↑2 | ↓2〉+ 〈↑1 | ↓2〉〈↑2 | ↓1〉 = J11J22 + J12J21 ,

〈s4|s1〉 = 〈↓1 | ↑1〉〈↓2 | ↑2〉+ 〈↓1 | ↑2〉〈↓2 | ↑1〉 = J11J22 + J12J21 , (5.59)

〈s2|s2〉 = 〈↑1 | ↓2〉〈↓2 | ↑1〉 = J12J21 , 〈s2|s3〉 = 〈↑1 | ↓1〉〈↓2 | ↑2〉 = J11J22 ,

〈s3|s2〉 = 〈↓1 | ↑1〉〈↑2 | ↓2〉 = J11J22 , 〈s3|s3〉 = 〈↓1 | ↑2〉〈↑2 | ↓1〉 = J12J21 .

The metric in the space of |si〉’s is real, symmetric and its determinant is (det J)(J11J22

+J12J21)3, where det J = J11J22−J12J21. For an orthogonal matrix JAB, det J 6= 0

and the metric is non-singular only if J11J22 + J12J21 6= 0.

We will not dwell more on this, although this may be worth investigating further.

5.4 Symplectic inner products

We want to study “symplectically flavoured” ghost-spins. We introduce the sym-

plectic structure by defining the elemental inner products with an anitsymmetric



Chapter 5 N -level ghost-spins and entanglement 135

matrix :

〈↑A | ↓B〉 = iΩAB , 〈↓A | ↑B〉 = iΩAB , 〈↑A | ↑B〉 = 0 = 〈↓A | ↓B〉 ;

A,B = 1, . . . , 2N , (5.60)

where ΩAB is a symplectic form, which is antisymmetric, i.e. ΩAB = −ΩBA. We

will take the only nonzero elements as

Ω12 = 1 = −Ω21, Ω34 = 1 = −Ω43, . . . , Ω2N−1 2N = 1 = −Ω2N 2N−1 .

(5.61)

For a single symplectically flavoured ghost-spin there are 22N distinct configurations

comprising the basis states |s1〉, . . . , |s22N 〉 and a generic state is

|ψ〉 = ψsi |si〉 ⇒ 〈ψ|ψ〉 = (ψsj)∗ ψsi 〈sj | si〉 . (5.62)

We define inner products 〈sj | si〉 between the basis states as

〈si|sj〉 =
1

(2N)!

∑
εA1A2...A2N

εB1B2...B2N
〈sA1
i |s

B1
j 〉〈s

A2
i |s

B2
j 〉 · · · 〈s

A2N
i |sB2N

j 〉 , (5.63)

where i, j = 1, 2, . . . , 22N label the configurations, A1, B1, · · · = 1, 2, . . . , 2N label

the flavours and εA1A2...A2N
is the totally symmetric tensor with ε123 ... 2N = 1 and

εA1A2...A2N
vanishes if any two labels are the same. Thus as in (5.16), εA1A2...A2N

ensures that each elemental state |sAj 〉 in |sj〉 is paired with another corresponding

elemental state in 〈si|.

Let us consider first a single ghost-spin with 2 flavours (N = 1): then the distinct

configurations comprise the four basis states

|s1〉 =
∣∣↑1
↑2
〉
, |s2〉 =

∣∣↑1
↓2
〉
, |s3〉 =

∣∣↓1
↑2
〉
, |s4〉 =

∣∣↓1
↓2
〉
, (5.64)

i.e. in |s1〉, the first flavour is ↑1 and the second flavour is ↑2, and likewise for

|s2〉, |s3〉, |s4〉. The non-zero elemental inner products in (5.60) are

〈↑1 | ↓2〉 = i = 〈↓1 | ↑2〉 , 〈↑2 | ↓1〉 = −i = 〈↓2 | ↑1〉 (5.65)

and the inners products (5.63) between the configurations simplify to

〈si|sj〉 = 〈s1
i |s2

j〉〈s2
i |s1

j〉 . (5.66)
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Then non-zero inner products for the configurations (5.17) are

〈s1|s4〉 = 〈↑1 | ↓2〉〈↑2 | ↓1〉 = 1 , 〈s4|s1〉 = 〈↓1 | ↑2〉〈↓2 | ↑1〉 = 1 ,

〈s2|s2〉 = 〈↑1 | ↓2〉〈↓2 | ↑1〉 = 1 , 〈s3|s3〉 = 〈↓1 | ↑2〉〈↑2 | ↓1〉 = 1 . (5.67)

These give a real, symmetric and non-singular metric in the space of configurations

|si〉. Based on these inner products, we can write the norm for the generic state as

|ψ〉 = ci|si〉 : 〈ψ|ψ〉 = c∗1c4 + c∗4c1 + |c2|2 + |c3|2 . (5.68)

Likewise for a single ghost-spin with 4 flavours (N = 2), there are 16 distinct con-

figurations comprising of basis states (5.22). The non-zero elemental inner products

with Ω12 = 1 and Ω34 = 1 are

〈↑1 | ↓2〉 = i = 〈↓1 | ↑2〉 , 〈↑2 | ↓1〉 = −i = 〈↓2 | ↑1〉 ,

〈↑3 | ↓4〉 = i = 〈↓3 | ↑4〉 , 〈↑4 | ↓3〉 = −i = 〈↓4 | ↑3〉 . (5.69)

Since these are the only non-zero elemental inner products, the inner products (5.63)

for the basis states (5.22) reduce to

〈si|sj〉 =
1

4!

∑
εA1A2A3A4εÃ1Ã2Ã3Ã4

〈sA1
i |s

Ã1
j 〉〈s

A2
i |s

Ã2
j 〉〈s

A3
i |s

Ã3
j 〉〈s

A4
i |s

Ã4
j 〉 , (5.70)

where Ãk = |ΩÃkAl |Al, e.g. for A1 = 1, Ã1 = 2, for A2 = 4, Ã2 = 3, etc. As there

are only 4! such non-zero terms in the above inner product, it becomes

〈si|sj〉 = ε1234ε2143〈s1
i |s2

j〉〈s2
i |s1

j〉〈s3
i |s4

j〉〈s4
i |s3

j〉 = 〈s1
i |s2

j〉〈s2
i |s1

j〉〈s3
i |s4

j〉〈s4
i |s3

j〉 . (5.71)

The non-zero inner products between |si〉’s computed using this formula can be

written compactly as

〈si|s̃j〉 = 1 , (5.72)

where |s̃j〉 is defined such that if the A-th flavour entry in |si〉 is ↑A (or ↓A〉) then

the Ã-th flavour entry in |s̃j〉 is ↓Ã (or ↑Ã〉) for Ã = |ΩÃA|A. We see that the metric

〈si|sj〉 is real, symmetric and non-singular.

We can generalize this to 2N flavours, where the non-zero elemental inner products

are
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〈↑1 | ↓2〉 = i , 〈↑3 | ↓4〉 = i , . . . . . . , 〈↑2N−1 | ↓2N〉 = i ,

〈↓1 | ↑2〉 = i , 〈↓3 | ↑4〉 = i , . . . . . . , 〈↓2N−1 | ↑2N〉 = i ,

〈↑2 | ↓1〉 = −i , 〈↑4 | ↓3〉 = −i , . . . . . . , 〈↑2N | ↓2N−1〉 = −i ,

〈↓2 | ↑1〉 = −i , 〈↓4 | ↑3〉 = −i , . . . . . . , 〈↓2N | ↑2N−1〉 = −i . (5.73)

Then the inner products (5.63) become

〈si|sj〉 =
1

(2N)!

∑
εA1A2...A2N

εÃ1Ã2...Ã2N
〈sA1
i |s

Ã1
j 〉〈s

A2
i |s

Ã2
j 〉 · · · 〈s

A2N
i |sÃ2N

j 〉

= ε1234...2N−1 2N ε2143...2N 2N−1〈s1
i |s2

j〉〈s2
i |s1

j〉 · · · 〈s2N−1
i |s2N

j 〉〈s2N
i |s2N−1

j 〉

= 〈s1
i |s2

j〉〈s2
i |s1

j〉 · · · 〈s2N−1
i |s2N

j 〉〈s2N
i |s2N−1

j 〉 , (5.74)

where Ãk = |ΩÃkAl |Al. Using the elemental inner products, we see that the non-zero

inner products are 〈si|s̃j〉 = 1, with |s̃j〉 as defined earlier.

Thus the norm of a generic state |ψ〉 = ψsi|si〉 is

〈ψ|ψ〉 = (ψsj)∗ ψsi 〈sj | si〉 = (ψsj)∗ ψsi〈s1
j |s2

i 〉〈s2
j |s1

i 〉 · · · 〈s2N−1
j |s2N

i 〉〈s2N
j |s2N−1

i 〉 .
(5.75)

Along the same lines, the general inner product between any two states is

〈ψ1|ψ2〉 = (ψ
sj
1 )∗ ψsi2 〈sj | si〉 = (ψ

sj
1 )∗ ψsi2 〈s1

j |s2
i 〉〈s2

j |s1
i 〉 · · · 〈s2N−1

j |s2N
i 〉〈s2N

j |s2N−1
i 〉 .

(5.76)

Correlated ghost-spin states: We want to now construct correlated ghost-spin

states that are positive norm and positive entanglement, along the lines of the dis-

cussion for O(N) flavoured cases in sec. 5.3.2. This is most transparent in a diagonal

basis where positive and negative norm states are manifest. For concreteness, let us

consider the basis states (5.64) for a single ghost-spin with 2 flavours, i.e. N = 1.

The norm (5.68) for a generic state can be recast using a diagonal basis |s±〉, |s2〉, |s3〉
as

|s±〉 =
1√
2

(|s1〉 ± |s4〉) : 〈ψ|ψ〉 = |c2|2 + |c3|2 + |c+|2 − |c−|2 . (5.77)

Thus there are 3 basis states with positive norm and one with negative norm. This

can be carried out for more flavours as well. For N = 2 for instance, we have 16 basis

states which can be recast as 10 positive norm and 6 negative norm states, using

(5.72): besides the states with 〈si|si〉 6= 0, there are states with off-diagonal inner

products like |s1,4〉 above whose linear combinations then add to the set of diagonal

positive norm states. Note that the numbers of positive and negative norm basis
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states are not equal. With general N , i.e. A,B = 1, . . . , 2N , it can be seen that

there are 22N basis states in all: of these there are 22N+2N

2
positive norm states and

22N−2N

2
negative norm states (this is easily verified for N = 1, 2 above). For large N ,

we see that the number of positive and negative norm states become asymptotically

equal.

In terms of such a diagonal basis, we can consider 2 ghost-spins and explicitly

construct correlated ghost-spin states similar structurally to (5.52) in the O(N)

flavoured case. Let us label these diagonal basis states for a single ghost-spin as |si〉
(which should not be confused with the earlier nondiagonal |si〉 basis). Then the

2-ghost-spin states can be made from the 24N basis states |si〉|sj〉 obtained by tensor

products of the single ghost-spin states. The general state and its norm are then

similar in structure to (5.51) for the O(N) case sec. 5.3.2. Correlated ghost-spin

states can then be constructed as in (5.52) giving |ψcorr〉 =
∑
ψsi,si |si〉|si〉 : it can

be seen that these are positive norm and positive entanglement as in (5.52), (5.54).

This subspace has dimension 22N , the number of basis states. Since the details here

are very similar to that in sec. 5.3.2, we will not describe them further here.

It is worth noting that the symplectic invariance is at the level of the elemental

ghost-spin basis states {| ↑A〉, | ↓A〉} : generic basis states |vi〉 = v↑
A

i | ↑A〉+ v↓
A

i | ↓A〉,
have inner product

〈v1|v2〉 = (v↑
A

1 )∗v↓
B

2 〈↑A | ↓B〉+ (v↓
A

1 )∗v↑
B

2 〈↓A | ↑B〉

= i[(v↑
A

1 )∗v↓
B

2 ΩAB + (v↓
A

1 )∗v↑
B

2 ΩAB] , (5.78)

which is invariant under symplectic transformations. To see this explicitly, consider

two flavours (N = 1) for simplicity. Then a symplectic transformation by a real

pseudo-orthogonal matrix R ∈ Sp(2) is RTΩR = Ω, RΩRT = Ω, R−1 = −ΩRTΩ ,

where Ω is the symplectic form with Ω12 = 1 = −Ω21, and Ω−1 = −Ω. Thus

(v↑
A

1 )∗v↓
B

2 ΩAB and (v↓
A

1 )∗v↑
B

2 ΩAB are invariant under | ↑A〉 → RAB| ↑B〉, | ↓A〉 →
RAB| ↓B〉, i.e.

(ṽ↑
A

1 )∗ΩAB ṽ↓
B

2 = (v↑
C

1 )∗RCAΩABRBDv↓
D

2 = (v↑
C

1 )∗ΩCDv↓
D

2 ,

(ṽ↓
A

1 )∗ΩAB ṽ↑
B

2 = (v↓
C

1 )∗RCAΩABRBDv↑
D

2 = (v↓
C

1 )∗ΩCDv↑
D

2 , (5.79)

where we have used RCAΩABRBD = RTΩR = Ω.

The elemental inner products (5.65) are consistent with (and motivated by) an op-

erator algebra alongwith states, defined as (these arise in theories of symplectic
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fermions [219])

{σAb , σBc } = iΩABK̂ ; (5.80)

| ↑A〉 = σAc | ↓〉 , 〈↓A | = 〈↑ |σAb , | ↓A〉 = σAb | ↑〉 , 〈↑A | = 〈↓ |σAc ,

where | ↑〉 and | ↓〉 are ghost-spin states with 〈↑ | ↓〉 = 1 = 〈↓ | ↑〉. The hermiticity of

{σAb , σBc } for hermitian σAb , σBc and real ΩAB gives K̂† = −K̂ i.e. K̂ is anti-hermitian.

This anti-Hermitian operator leads

(〈↑ |K̂| ↓〉)† = 〈↓ |K̂†| ↑〉 = −〈↓ |K̂| ↑〉 , (5.81)

which implies that for 〈↑ |K̂| ↓〉 = 1, 〈↓ |K̂| ↑〉 = −1. Using these we get the

elemental inner products as

〈↑A | ↓B〉 = 〈↓ |σAc σBb | ↑〉 = iΩBA〈↓ |K̂| ↑〉 = iΩAB ,

〈↓A | ↑B〉 = 〈↑ |σAb σBc | ↓〉 = iΩAB〈↑ |K̂| ↓〉 = iΩAB . (5.82)

It is then possible to construct ghost-spin chains with nearest neighbour interactions

between operators at neighbouring lattice sites, somewhat similar to the ghost-spin

chain for the bc-ghost CFTs. However the continuum limit is less clear in this

case, in part due to technical difficulties such as the construction of the Jordan-

Wigner transformation to obtain fermionic versions of the σb,c operators above which

anticommute with each other (the σb,c are bosonic spin-like operators commuting at

neighbouring lattice sites while anticommuting at the same site). Note however

that the case with N = 1 has structure similar to that appearing in the theory of

anticommuting scalars: this is a logarithmic CFT in 2-dimensions [218, 219, 220,

221, 222, 223, 224]. So perhaps the continuum limit here gives symplectic fermions∫
ΩAB ∂φA∂φB: we hope to explore this further.

5.5 N irreducible levels

In this section, we consider a generalization of ghost-spins that consists of N irre-

ducible levels, defined as

〈ei|ei〉 = 0 , 〈ei|ej〉 = 1 ∀ i 6= j ; i, j = 1, 2, . . . , N . (5.83)

For N = 2, the basis states |e1〉, |e2〉 are identical to the | ↑〉, | ↓〉 basis states, and this

system reduces to the 2-level ghost-spin reviewed in Sec. 2. Flavoured generalizations
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can be constructed by adding additional flavour indices to these, along the lines we

have described for 2-level ghost-spins in the previous sections: we will not do so here

however.

Using the inner products above, it is clear that there are various negative norm

states here as well: e.g. |ei〉 − |ej〉 has norm −2. Using a diagonal basis helps as

in the 2-level case to identify positive and negative norm states clearly. This can

be done using the transformations in Appendix D.1: we can choose an orthonormal

basis where the basis states and their inner products are

|α〉 ≡ {|+〉, |2〉, . . . , |N〉} ;

〈α|β〉 = ηαβ ; η++ = 1 , η22 = η33 = · · · · · · = ηNN = −1 , ηαβ = 0 ∀ α 6= β ,

i .e. 〈+|+〉 = 1 , 〈α|α〉 = −1, α = 2, ..., N . (5.84)

Then the generic state and its norm in both bases are

|ψ〉 = ψi|ei〉; 〈ψ|ψ〉 = (ψi)∗ψj〈ei|ej〉 =
∑
i 6=j

(ψi)∗ψj , (5.85)

|ψ〉 = ψα|α〉; 〈ψ|ψ〉 = (ψα)∗ψβ〈α|β〉 = (ψα)∗ψβηαβ = |ψ+|2 −
N∑
α=2

|ψα|2 . (5.86)

To illustrate this, let us consider N = 3. The generic state and its norm are

|ψ〉 = ψ1|e1〉+ ψ2|e2〉+ ψ3|e3〉 = ψ+|+〉+ ψ2|2〉+ ψ3|3〉 ,

〈ψ|ψ〉 = (ψ1)∗ψ2 + (ψ2)∗ψ1 + (ψ1)∗ψ3 + (ψ3)∗ψ1 + (ψ2)∗ψ3 + (ψ3)∗ψ2

= |ψ+|2 − |ψ2|2 − |ψ3|2 . (5.87)

In some sense, this is a ghost-spin generalization of the N -level spins that arise in the

Heisenberg spin chain: perhaps appropriate interaction Hamiltonians for ghost-spin

chains on a 1-dim lattice can be studied along those lines.

Correlated ghost-spins and entanglement: We want to construct correlated

ghost-spin states analogous to the discussion in sec. 5.3.2. So consider a system of

two ghost-spins with N irreducible levels. The orthonormal basis for this system is

|uAuB〉 ≡ |α〉|β〉 ≡ |αβ〉 ∀ α, β = +, 2, . . . , N , (5.88)

where each |α〉 is a single ghost-spin basis state in (5.84). A generic state |ψ〉 =

ψαβ|αβ〉 has a norm 〈ψ|ψ〉 = ηακηβλ(ψ
αβ)∗ψκλ, which can be expanded as
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〈ψ|ψ〉 =

(∑
α

|ψαα|2 +
∑
α,β 6=+

|ψαβ|2
)
−

(∑
α 6=+

(|ψ+α|2 + ψα+|2)

)
. (5.89)

We see a manifest division between the positive and negative norm subspaces. For

N = 3, we can see this explicitly as

〈ψ|ψ〉 = (|ψ++|2 +|ψ22|2 +|ψ33|2 +|ψ23|2 +|ψ32|2)−(|ψ+2|2 +|ψ2+|2 +|ψ+3|2 +|ψ3+|2) .

(5.90)

For general N , by tracing over the second ghost-spin, the reduced density matrix is

ρA = (ρA)ακ|α〉〈κ| ; (ρA)ακ = ψαβ(ψκβ)∗ηββ . (5.91)

The mixed index reduced density matrix is (ρA)αβ = ηβκ(ρA)κα = ηβκηλλψ
κλ(ψαλ)∗.

Correlated ghost-spins : From the norm above we see that the states |++〉, |22〉, . . . ,
|NN〉 span the subspace of correlated ghost-spin states, where a generic correlated

ghost-spin state is

|ψ〉 = ψαα|αα〉 ; 〈ψ|ψ〉 = |ψ++|2 + |ψ22|2 + · · ·+ |ψNN |2 . (5.92)

Entanglement pattern in a general state : Consider a slightly more general state

|ψ〉 =
N∑
α=+

ψαα|αα〉+
N∑
β=2

(ψ+β|+ β〉+ ψβ+|β+〉) , (5.93)

whose norm is

〈ψ|ψ〉 =
N∑
α=+

|ψαα|2 −
N∑
β=2

(|ψ+β|2 + |ψβ+|2) . (5.94)

The off-diagonal components of the reduced density matrix are

(ρA)+α = ψ++ψα+∗ − ψ+αψαα
∗
, ∀ α = 2, . . . , N , α 6= + ,

(ρA)αβ = ψα+ψβ+∗ , ∀ α, β = 2, . . . , N , α 6= + , β 6= + . (5.95)

From (ρA)αβ = 0, we see that only one of ψα+ is non-zero, i.e., ψ2+ 6= 0, ψα+ = 0,

α = 3, . . . , N . Then (ρA)+α = 0 gives ψ+2 6= 0 and ψ+α = 0, α = 3, . . . , N .

So we consider the state

|ψ〉 = ψ++|+ +〉+ ψ22|22〉+ · · ·+ ψNN |NN〉+ ψ+2|+ 2〉+ ψ2+|2+〉 , (5.96)
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whose norm is

〈ψ|ψ〉 = |ψ++|2 + · · · + |ψNN |2 − |ψ+2|2 − |ψ2+|2 . (5.97)

The non-zero components of the reduced density matrix are

(ρA)++ = |ψ++|2 − |ψ+2|2 , (ρA)22 = |ψ2+|2 − |ψ22|2 ,

(ρA)+2 = ψ++ψ2+∗ − ψ+2ψ22∗ , (ρA)αα = −|ψαα|2 , α = 3, . . . , N . (5.98)

Choosing ψ2+∗ = ψ+2ψ22∗

ψ++ and defining x ≡ |ψ++|2 − |ψ+2|2 and r ≡ |ψ
22|2

|ψ++|2
> 0, the

mixed-index components of ρA are

(ρA)+
+ = x , (ρA)2

2 = xr , (ρA)αα = |ψαα|2 , α = 3, . . . , N (5.99)

and

〈ψ|ψ〉 = x+ xr + |ψ33|2 + · · ·+ |ψNN |2 = ±1 . (5.100)

Now depending on if x is positive or negative we have the following three cases.

• If x > 0, |ψ〉 has necessarily positive norm and 〈ψ|ψ〉 = 1 implies 0 < (ρA)αα < 1

for all α = +, 2, . . . , N giving SA > 0.

• If x < 0, the norm of |ψ〉 can be positive or negative.

(i) For positive norm, i.e. 〈ψ|ψ〉 = −|x| − |x|r +
∑N

α=3 |ψαα|2 = 1, we get

SA = |x| log |x|+ |x|r log |x|r − |ψ33|2 log(|ψ33|2)

−
N∑
α=4

|ψαα|2 log(|ψαα|2) + iπ|x|(1 + r)

= |x| log |x|+ |x|r log |x|r

−

(
1 + |x|+ |x|r −

N∑
α=4

|ψαα|2
)

log

(
1 + |x|+ |x|r −

N∑
α=4

|ψαα|2
)

−
N∑
α=4

|ψαα|2 log(|ψαα|2) + iπ|x|(1 + r) . (5.101)
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We see that Im(SA) is not constant and Re(SA) < 0 when

|x| log |x|+ |x|r log |x|r < (1 + |x|+ |x|r) log
(

1 + |x|+ |x|r −
N∑
α=4

|ψαα|2
)

−
N∑
α=4

|ψαα|2 log
(

1 + |x|+ |x|r −
N∑
α=4

|ψαα|2
)

+
N∑
α=4

|ψαα|2 log(|ψαα|2) . (5.102)

(ii) For a negative norm state |ψ〉, i.e. 〈ψ|ψ〉 = −|x| − |x|r +
∑N

α=3 |ψαα|2 = −1, we

get

SA = |x| log |x|+ |x|r log |x|r − |ψ33|2 log(|ψ33|2)−
N∑
α=4

|ψαα|2 log(|ψαα|2)

+iπ|x|(1 + r)

= |x| log |x|+ |x|r log |x|r −
N∑
α=4

|ψαα|2 log(|ψαα|2) + iπ|x|(1 + r)

−

(
−1 + |x|+ |x|r −

N∑
α=4

|ψαα|2
)

log

(
−1 + |x|+ |x|r −

N∑
α=4

|ψαα|2
)

(5.103)

Im(SA) is constant if |x|+ |x|r = c, where c is a constant and c > 1 (from the norm).

Then Re(SA) becomes

Re(SA) = |x| log |x|+ (c− |x|) log(c− |x|)−
N∑
α=4

|ψαα|2 log(|ψαα|2)

−
(
c− 1−

N∑
α=4

|ψαα|2
)

log
(
c− 1−

N∑
α=4

|ψαα|2
)
. (5.104)

We see that Re(SA) < 0 for those values of |x|, c > 1, ψαα which satisfy

|x| log |x|+ (c− |x|) log(c− |x|) <
(
c− 1−

N∑
α=4

|ψαα|2
)

log
(
c− 1−

N∑
α=4

|ψαα|2
)

+
N∑
α=4

|ψαα|2 log(|ψαα|2) . (5.105)
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5.6 Discussion

We have constructed N -level generalizations of the 2-level ghost-spins in [46, 47, 48].

These include (i) a flavoured generalization comprising N copies of the ghost-spin

system and corresponding ghost-spin chains which lead to 2-dim bc-ghost CFTs with

O(N)) flavour symmetry, (ii) a spin-glass type coupling in flavour space, (iii) a sym-

plectic generalization involving antisymmetric inner products between the elemental

ghost-spins, and (iv) an irreducible ghost-spin system with N internal levels. We

have studied entanglement properties in these cases: among other things, these show

the existence of positive norm states in two copies of ghost-spin ensembles obtained

by entangling identical ghost-spins from each copy: these are akin to the correlated

ghost-spin states in [47, 48], and exhibit positive entanglement.

We now describe briefly some of the motivations from dS/CFT , in particular [212],

for the studies here. Generalizations of gauge/gravity duality for de Sitter space

or dS/CFT involve conjectured dual hypothetical Euclidean non-unitary CFTs liv-

ing on the future boundary I+ [43, 44, 45]. Using the dictionary ΨdS = ZCFT

[45], where ΨdS is the late-time Hartle-Hawking wavefunction of the universe with

appropriate boundary conditions and ZCFT the dual CFT partition function, the

dual CFTd energy-momentum tensor correlators reveal central charge coefficients

Cd ∼ i1−d l
d−1

Gd+1
in dSd+1 (effectively analytic continuations from AdS/CFT ). This

is real and negative in dS4, with C3 ∼ −
R2
dS

G4
so that dS4/CFT3 is reminiscent of

ghost-like non-unitary theories. Bulk expectation values are of the form 〈ϕkϕk′〉 ∼∫
Dϕ ϕkϕk′|ΨdS|2. This involves the probability |ΨdS|2 = Ψ∗dSΨdS, which suggests

that bulk de Sitter physics involves two copies of the dual CFT — CFTF × CFTP
on the future and past boundaries. This is unlike in AdS/CFT where Zbulk = Zbndry

implies boundary correlators can be obtained as a limit of bulk ones. In the dS

case, while ZCFT = ΨdS of a single dual CFT copy at I+ can be used to obtain

boundary correlators (e.g. 〈OkOk′〉 ∼
δ2Z

CFT

δϕ0
kδϕ

0
k′

for operators Ok dual to modes ϕk),

bulk observables require |ΨdS|2, the bulk probability, and so two copies of the dual

ZCFT . This dovetails with the structure of extremal surfaces and entanglement as

we see below.

In AdS, surfaces anchored at one end of a subsystem dip into the bulk radial direction

and then begin to return to the boundary at turning points. In dS, the boundary

at I+ is spacelike and surfaces dip into the time direction which ends up making

their structure quite different, as studied in [213]. For instance, considering the

dS Poincare slicing ds2 =
R2
dS

τ2 (−dτ 2 + dx2
i ) , a strip subsystem on some boundary

Euclidean time w = const slice of I+ with width along x gives a bulk extremal surface
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x(τ) described by ẋ2 ≡ (dx
dτ

)2 = B2τ2d−2

1+B2τ2d−2 (B2 > 0). w, x can be taken as any of

the xi (so the boundary Euclidean time slice is not sacrosanct). Compared with the

AdS case, the denominator here crucially has a relative minus sign. Thus there is no

real turning point here where the surface starting at I+ begins to turn back towards

I+: this requires |ẋ| → ∞ while here |ẋ| ≤ 1. There are also complex extremal

surfaces however, which exhibit turning points: these end up amounting to analytic

continuation from the AdS Ryu-Takayanagi surfaces. While their interpretation is

not entirely conclusive, in dS4 they have negative area, consistent with the negative

central charge in dS4/CFT3 as mentioned above.

Since surfaces starting at I+ do not turn back, it is then interesting to ask if they

could instead stretch all the way to the past boundary I−. In [212], connected

codim-2 extremal surfaces in the static patch coordinatization of de Sitter space

were found stretching from I+ to I− passing through the vicinity of the bifurcation

region with divergent area l2

4G4

1
ε
, where ε = εc

l
is the dimensionless ultraviolet cutoff

and the coefficient scales as de Sitter entropy. To elaborate a little, the static patch

coordinatization can be recast as ds2 = l2

τ2

(
− dτ2

1−τ2 + (1− τ 2)dw2 + dΩ2
d−1

)
, with the

future/past universes F/P parametrized by 0 ≤ τ ≤ 1 with horizons at τ = 1, while

the Northern/Southern diamonds N/S have 1 < τ ≤ ∞. The boundaries at τ = 0

are now of the form Rw×Sd−1, resembling the Poincare slicing locally. Setting up the

extremization for codim-2 surfaces on boundary Euclidean time slices can be carried

out: on Sd−1 equatorial planes for instance we obtain ẇ2 = B2τ2d−2

1−τ2+B2τ2d−2 . The minus

sign here, reflecting the horizons, makes the structure of these surfaces interesting,

drawing parallels with the AdS extremization (we refer to [212] for further details).

The limit B → 0 gives surfaces passing through the vicinity of the bifurcation

region as stated above, with the width ∆w approaching all of I±. These connected

surfaces stretching between I± are akin to rotated versions of the connected surfaces

of Hartman, Maldacena [225] in the AdS black hole. This led to the speculation

there that dS4 is approximately dual to an entangled thermofield-double type state

of the form

|ψ〉 =
∑

ψi
F
n ,i

P
n |iFn 〉|iPn 〉 (5.106)

akin to the thermofield double [226] dual to AdS black holes. Here ψi
F
n ,i

P
n are co-

efficients entangling a generic ghost-spin |iFn 〉 from CFTF at I+ with an identical

one |iPn 〉 from CFTP at I−. The constituent states are schematically continuum

versions of N level ghost-spins, with N related to dS4 entropy l2

4G4
. Since bulk time

evolution maps configurations at I− to those at I+ [44], we have the schematic map

|iPn 〉 → S[iPn , i
F
n ]|iPn 〉 ≡ |iFn 〉 where S[iPn , i

F
n ] is the operator representing bulk time
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evolution (note that this is a bulk object that is to be distinguished from opera-

tors in the CFT representing boundary Euclidean time evolution). If states |iP 〉 at

I− map faithfully and completely to states |iP 〉 at I+, then S is expected to be a

unitary operator (this is also vindicated by the fact that exchanging I± is a bulk

symmetry). This suggests that the entangled states (5.106) are unitarily equivalent

to similar maximally entangled states |ψ〉 =
∑
ψi

F
n ,i

F
n |iFn 〉|iFn 〉 in two CFTF copies of

the ghost-CFT solely at I+. The state (5.106) is akin to a correlated ghost-spin state

with an even number of ghost-spins, as discussed in [47, 48]. It necessarily has posi-

tive norm
∑

iFn ,i
F
n
γiFn ,iFn γiFn ,iFn ψ

iFn ,i
F
n (ψi

F
n ,i

F
n )∗ →

∑
in
|ψiFn ,iFn |2, since we are entangling

identical states iFn and iPn : thus it has positive entanglement, as in [47, 48]. Since

each constituent state |iF,Pn 〉 is N -level, i.e. with N internal degrees of freedom, the

entanglement entropy scales as N ∼ l2

G4
. The toy models in sec. 5.3.2 of correlated

ghost-spin states (5.56) and their entanglement entropy (5.57) are of this form, writ-

ten explicitly. The state (5.106) is akin to the thermofield double dual to the eternal

AdS black hole [226]. This suggests the speculation that 4-dim de Sitter space is

perhaps approximately dual to CFTF × CFTP in the entangled state (5.106) and

the generalized entanglement entropy of the latter scales as de Sitter entropy. (See

[227] for another approach to de Sitter entropy based on the dS/dS correspondence

[228].)

The investigations in this chapter on N -level generalizations of ghost-spins are geared

towards constructing microscopic ghost-spin states that reflect the N -level internal

structure which might ultimately give rise in appropriate continuum limits to theories

such as the Sp(N) ghost-CFT dual to higher spin dS4 (see also the recent work [210]).

As we have seen, the N -level generalizations here do admit positive norm subsectors

of the form of the correlated ghost-spin states indicated in (5.106).

As mentioned in the Introduction, the ghost-spin system has possible applications

in gauge theories. The continuum limit of a d-dim ghost-spin system (as in [48]

for the 2-dim case) with flavour quantum numbers may be relevant for studying

entanglement in gauge theories in a covariant setting. A better understanding of the

ghost-spin system and its coupling to ordinary spin systems as in [47, 48] generalized

to d-dimensions would be an ideal sandbox for understanding covariant formulations

of subregion entanglement in gauge theories.

We have been thinking of ghost-spins as microscopic building blocks for ghost-like

CFTs, and perhaps more general non-unitary CFTs. The discussions in this chapter

on ghost-spin chains have recovered 2-dim bc-ghost CFTs with flavour symmetries.

The obvious generalization to 3 dimensions of the 2-dim case discussed in sec.3 (and
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in [48] for the single flavour case) has nearest neighbour hopping-type interactions

of the elemental form h ∼
∑

nn′ σ
A
b,~nσ

A
c,~n′ . This contains three σb and three σc

operators at each lattice site, with possible flavour indices reflecting internal flavour

symmetries. It would be interesting to study such 3-dim ghost-spin chains towards

obtaining 3-dim ghost-CFTs in the continuum limit: so far, we have encountered

conceptual difficulties as well as technical ones. We hope to report on this in the

future.





Chapter 6

Conclusions

In this thesis, we have focused on certain aspects of holography : mainly nAdS2

holography in certain models of dilaton-gravity theories and non-relativistic holog-

raphy in the context of hydrodynamics for hyperscaling violating Lifshitz theories.

In an independent study, we have also investigated entanglement properties of N -

level generalizations of the 2-level ghost-spins. In this chapter, we summarize our

investigations and key results, presented in the earlier chapters and also mention

some possible future directions.

In chapter 2, we have studied the shear diffusion and the ratio of shear viscos-

ity to entropy density for uncharged finite temperature hyperscaling violating Lif-

shitz (hvLif) spacetimes. Building upon our earlier investigations [161] adapting

the membrane-paradigm like analysis [162], we have analyzed the metric and gauge

field perturbations hty, hxy, ay in the near horizon region of the hvLif black brane.

In the presence of ay coupled to hty and hxy, we have seen that h̃xy ≡ hxy and

h̃ty ≡ hty − rθ−2
∫ r
rc
ds s3−z−θay are the correct variables, in which, the relevant com-

ponent of the linearized Einstein’s equation becomes the diffusion equation. We

have obtained a formula for the shear diffusion constant D in terms of the metric

components and thus have computed the ratio of shear viscosity to entropy density
η
s
. For z < 4 − θ, D has a power-law scaling with temperature and η

s
saturates the

viscosity bound i.e. η
s

= 1
4π

, while for z = 4− θ, D scales logarithmically with tem-

perature. The hvLif theories satisfying z = 4 − θ arise in null reductions of highly

boosted black branes (AdS plane waves) and nonconformal brane plane waves. It

would be interesting to investigate the null reduction of the hydrodynamics of the

boosted black branes.
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In chapter 3, we have studied 2-dimensional dilaton-gravity-matter theories arising

from reductions of certain families of extremal charged black branes in Einstein-

Maxwell and hyperscaling violating Lifshitz (hvLif) theories in 4-dimensions. Charged

hvLif black branes are solutions to Einstein-Maxwell-scalar theories with an addi-

tional U(1) gauge field. The near horizon geometry of these extremal branes is

AdS2 × R2 and compactifying the transverse space as a torus T 2 leads to an ef-

fective 2-dimensional theory of dilaton-gravity coupled to the scalar field and the

gauge fields. We have argued that this 2-dimensional theory is equivalent to a

dilaton-gravity-scalar theory with an interaction potential for the dilaton and scalar

field. The perturbation analysis around the AdS2 background with constant dila-

ton and constant scalar field reveals that the leading correction is governed by the

Jackiw-Teitelboim theory. This occurs at the linear order in the dilaton perturba-

tion resulting in the Schwarzian derivative action from the Gibbons-Hawking term.

There are subleading corrections at the quadratic and higher orders, which encode

information on the higher dimensional realization of this AdS2 background. We have

also done the above analysis in detail for the reduction of relativistic black branes in

Einstein-Maxwell theory to a 2-dimensional dilaton-gravity theory. This is a simple

subcase with z = 1, θ = 0 and the absence of hvLif scalar field, in this case, simplifies

the analysis.

In chapter 4, we have considered a generalized class of 2-dimensional dilaton-gravity-

scalar theories, generalizing the reduction from 4-dimensional theories in chapter 3

to higher dimensions. Extremal black branes in these higher dimensional theories

upon compactification in the near horizon throat region give rise to AdS2 dilaton-

gravity-scalar theories. Away from the throat region, these background have non-

trivial profiles. We have interpreted this as holographic renormalization group (RG)

flows that end at an AdS2 fixed point in the IR. We have defined a holographic

c-function in terms of the 2-dimensional dilaton, and have shown its monotonicity

using the null energy conditions and appropriate boundary conditions on the ultra-

violet theory, thereby proving a holographic c-theorem. At the IR AdS2 fixed point,

this dilatonic c-function becomes the extremal black brane entropy. We have dis-

cussed this c-function in detail in compactified conformal and non-conformal branes

in M2−D2 and M5−D4 systems. We have also compared the dilatonic c-function

with other holographic c-functions. In particular, comparing with the entropic c-

function, which is defined in terms of the entanglement entropy, we have seen that

the dilatonic c-function, in addition to scaling as the entropic c-function, is exten-

sive and scales as the transverse area (of the compact space). Reduction of the

null energy conditions (NECs) in higher dimensional theories to 2-dimensions shows
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that one of them reduces to a NEC in 2-dimensions, while the second NEC re-

duces to a non-trivial constraint on the 2-dimensional effective potential and its

derivatives. Finally, we have also adapted the holographic RG formulation of [42]

to our 2-dimensional dilaton-gravity-scalar theories. In this radial Hamiltonian for-

mulation, imposing a radial Hamiltonian constraint gives RG flow equations and β

functions for the couplings (boundary values of the dilaton and scalar fields) in the

1-dimensional boundary theory in a derivative expansion. Although this formulation

is not Wilsonian, it gives qualitative insight into the flow equations and β-functions.

For the 2-dimensional dilaton-gravity theories studied in chap. 3 and chap. 4, it

would be interesting to analyze the spectrum of correlation functions. This requires

a systematic treatment of subleading terms beyond the Schwarzian, by including

suitable counterterms and employing holographic renormalization. Another inter-

esting project would be to adapt the Wilsonian formulations of holographic RG

[70, 71] to the 2-dimensional theories discussed above.

In chapter 5, we have constructed generalizations of the 2-level ghost-spin in [46,

47, 48] to N -level ghost-spins. The O(N) flavoured generalization comprises of N

copies of the 2-level ghost-spin with O(N) flavour symmetry. We have also consid-

ered a spin-glass type coupling in flavour space. The symplectic generalization has

antisymmetric inner products between the elemental ghost-spins with a Sp(N) sym-

metry. Finally, we have constructed an irreducible ghost-spin with N internal levels.

We have studied entanglement entropy in these N -level systems. Although the en-

tanglement patterns appear to be complicated, we have found subfamilies of states

which have correlated ghost-spins, where positive norm states give positive entan-

glement entropy. We have also analyzed a one-dimensional chain of O(N) flavoured

ghost-spins and in the continuum limit have obtained the 2-dimensional bc-ghost

CFT having O(N) flavour symmetry. A similar analysis constructing a chain of the

Sp(N) flavoured ghost-spins and their continuum limit is an interesting project to

pursue.





Appendix A

Appendix to Chapter 2

A.1 Spatial compactification of the hyperscaling

violating Lifshitz theory

The action (2.3) in 4 bulk dimensions (i.e. d = 3) becomes

S =
1

16πG4

∫
d4x
√
−g
(
R− 1

2
∂MΨ∂MΨ− Z(Ψ)

4
FMNF

MN + V (Ψ)
)
. (A.1)

Compactifying the y-direction (where y is one of the spatial dimensions enjoying

translation invariance), we write the perturbed metric in a form suitable for dimen-

sional reduction as

ds2 = gMNdx
MdxN = ĝµνdx

µdxν + e2σ(dy +Aµdxµ)2 , (A.2)

where Aµ ∝ hµy. Indices µ, ν run over the 3-dimensional coordinates t, r, x, while

the indices M,N run over t, r, x, y. We also decompose the perturbed gauge field

AM as

AM =

 Aµ

ay ≡ χ

 . (A.3)

The gravity sector under compactification becomes

Sgrav =
1

16πG4

∫
d4x
√
−gR =

1

16πG3

∫
d3x eσ

√
−ĝ
(
R̂ − e4σ

4
FµνFµν

)
, (A.4)
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where R̂ is the Ricci scalar for the metric ĝµν . The Maxwell action after the y-

compactification can be written as

Sgauge =
1

16πG4

∫
d4x
√
−g
(
− Z

4
FMNF

MN
)

=
1

16πG3

∫
d3x

(
−e

σZ
√
−ĝ

4

)[
ĝµρĝνδFµνFρδ + 4ĝνρFµνAµ(∂ρχ)

+2ĝµν(e−2σ +AρAρ)(∂µχ)(∂νχ)− 2AµAν(∂µχ)(∂νχ)
]
.

(A.5)

A Weyl transformation g̃µν = e2σĝµν enables us to write the gravitational and

Maxwell sector of action after compactification in the Einstein frame as

Sgrav + SMax =
1

16πG4

∫
d4x
√
−g
(
R− Z(Ψ)

4
FMNF

MN
)

=
1

16πG3

∫
d3x
√
−g̃
(
R̃ − e4σ

4
FµνFµν

+ Ze2σ

(
−1

4
FµνF

µν − F ρ
µ Aµ(∂ρχ)− e−4σ

2
(∂µχ)(∂µχ)

−1

2
AρAρ(∂µχ)(∂µχ) +

1

2
AµAν(∂µχ)(∂νχ)

))
,

(A.6)

where R̃ is the Ricci scalar of the 3-dimensional bulk metric g̃µν . The terms ap-

pearing in the last line of the above equation will not contribute to the equations of

motion at linearized order since they appear at quartic order in the action. Varying

the above action w.r.t. the field Aµ, at linearized level, we get

1√
−g̃

∂µ

(√
−g̃e4σFµν

)
= e2σZg̃µν g̃ρδFµδ(∂ρχ) , (A.7)

which for ν = t, ν = x and ν = r gives (2.23), (2.24) and (2.25) respectively.

A.2 Solutions to linearized equations for hty, ay,

hxy at zero momentum and zero frequency

At q = 0, ω = 0, the linearized equations of motion (2.15)-(2.18) reduce to

∂r(r
5−z−θf∂ray)− α(2 + z − θ)∂r(r2−θhty) = 0 , (A.8)

∂r(r
z+θ−3∂r(r

2−θhty))− α(2 + z − θ)∂ray = 0 , (A.9)

∂r(r
−1−z+θf∂r(r

2−θhxy)) = 0 . (A.10)
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For the sake of brevity, from now on we will denote the ∂r operator with a prime “′”
on the functions. Integrating (A.8) and substituting ∂ray in (A.9) gives

f(r)[r2h′′ty + (1 + z − θ)rh′ty − (θ − 2)(z − 2)hty] (A.11)

−2(z − 1)(2 + z − θ)hty = −α2(2 + z − θ)2c1r
θ−2 ,

where we have chosen the integration constant as −α(2 + z − θ)c1. This inhomoge-

neous equation has a particular solution hty = c1r
θ−2. The homogeneous part of the

above equation,

f(r)[r2h′′ty + (1 + z− θ)rh′ty− (θ− 2)(z− 2)hty]− 2(z− 1)(2 + z− θ)hty = 0 (A.12)

can be solved by substituting a series ansatz, hty =
∑∞

n=0 cnr
m+n. Along with the

two linearly independent homogeneous solutions, the complete solution (including

the particular solution) is

hty = c1r
θ−2 + c3r

θ−2zf (A.13)

+c4r
z
[
1 +

(z − 1)(r0r)
2+z−θ

(1 + 2z − θ) 2F1

(
1,

3z − θ
2 + z − θ

,
4 + 5z − 3θ

2 + z − θ
; (r0r)

2+z−θ
)]
.

Substituting hty from the above expression in (A.9) and integrating, we get

ay = −C
k
− αc3r

−(2+z−θ) (A.14)

+c4

[r2z−2

α
+ α

r2+z−θ
0 r1+3z−θ

2(1 + 2z − θ) 2F
′

1

(
1,

3z − θ
2 + z − θ

,
4 + 5z − 3θ

2 + z − θ
; (r0r)

2+z−θ
)

+α
(2 + z − θ)
(1 + 2z − θ)

r2+z−θ
0 r3z−θ

2F1

(
1,

3z − θ
2 + z − θ

,
4 + 5z − 3θ

2 + z − θ
; (r0r)

2+z−θ
)]
,

where 2F
′

1 = d
dr

(2F1). 2F
′

1

(
1, 3z−θ

2+z−θ ,
4+5z−3θ
2+z−θ ; (r0r)

2+z−θ) in the second line above is

in fact divergent at the horizon r = 1
r0

. Integrating (A.10), we get

hxy = b1r
θ−2 log(1− (r0r)

2+z−θ) + b2r
θ−2 . (A.15)
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Appendix to chapter 3

B.1 Some details

Relativistic electric black brane: The Einstein equation and the dilaton equation

from the action (3.16) are

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(
2ΛΦ +

16πG2V2Φ3FµνF
µν

4

)
− 16πG2V2Φ3

2
FµρF

ρ
ν = 0 ,

R− Λ

Φ
− (6πG2)V2ΦFµνF

µν = 0 . (B.1)

Charged hvLif black brane

Effective scalar potential in 4-dimensional hvLif black brane and its deriva-

tives: The first and second derivatives of the effective scalar potential in 4-dimensional

charged hvLif black brane are

∂Veff
∂Ψ

= −γ(2 + z − θ)(1 + z − θ)eγ(Ψ−Ψ0)

R2−2θr2θ
hv

− 1

g2
xx

(λ1(z − 1)(2 + z − θ)r2θ−4
hv R2−2θ

eλ1(Ψ−Ψ0)

+
λ2(2− θ)(z − θ)Q2r2z−2

hv R−4z−2+2θ

eλ2(Ψ−Ψ0)

)
, (B.2)

∂2Veff
∂Ψ2

= −γ
2(2 + z − θ)(1 + z − θ)eγ(Ψ−Ψ0)

R2−2θr2θ
hv

+
1

g2
xx

(λ2
1(z − 1)(2 + z − θ)r2θ−4

hv R2−2θ

eλ1(Ψ−Ψ0)

+
λ2

2(2− θ)(z − θ)Q2r2z−2
hv R−4z−2+2θ

eλ2(Ψ−Ψ0)

)
. (B.3)
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Differentiating Veff n times, we get

∂nVeff
∂Ψn

= −γ
n(2 + z − θ)(1 + z − θ)eγ(Ψ−Ψ0)

R2−2θr2θ
hv

+
(−)n

g2
xx

(λn1 (z − 1)(2 + z − θ)r2θ−4
hv R2−2θ

eλ1(Ψ−Ψ0)
(B.4)

+
λn2 (2− θ)(z − θ)Q2r2z−2

hv R−4z−2+2θ

eλ2(Ψ−Ψ0)

)
,

which at the extremal point becomes

∂nVeff
∂Ψn

=
rθ0(2 + z − θ)

rθhvR
2

[−θn(1 + z − θ) + (−)n(θ − 4)n(z − 1)

(2− θ)n2 (2z − 2− θ)n2

+
(−)n(2z − 2− θ)n2 (2− θ)

(2− θ)n2

]
. (B.5)

At z = 1, θ 6= 0, we see that
∂nVeff
∂Ψn

= 0 ∀ n at the extremal point.

Dimensional reduction to 2-dimensions: The 2-dim action obtained by reducing

(3.43) on T 2 is (retaining only fields with background profiles)

S =

∫
d2x
√
−g(2)

[ 1

16πG2

(
Φ2R(2) + 2∂µΦ∂µΦ− Φ2

2
∂µΨ∂µΨ + V Φ2

−Φ2

4
Z1F1µνF

µν
1

)
− V2Φ2

4
Z2F2µνF

µν
2

]
, (B.6)

Equations of motion from 2-dimensional action (3.59): The equations of

motion obtained by varying the action (3.59) are

gµν∇2Φ2 −∇µ∇νΦ
2 +

gµν
2

(Φ2

2
(∂Ψ)2 − V Φ +

Φ3

4
(Z1(F1)2 + 16πG2V2Z2(F2)2)

)
−Φ2

2
∂µΨ∂νΨ−

Φ3

2
(Z1F1µρF

ρ
1ν + 16πG2V2Z2F2µρF

ρ
2ν ) = 0 ,

R− 1

2
(∂Ψ)2 +

V

2Φ
− 3

8
Φ(Z1(F1)2 + 16πG2V2Z2(F2)2) = 0 ,

1√
−g

∂µ(
√
−gΦ2∂µΨ) + γV Φ− Φ3

4
(λ1Z1(F1)2 + λ216πG2V2Z2(F2)2) = 0 . (B.7)
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The equations of motion (3.62) in conformal gauge and in lightcone coordinates are

−e2ω∂±(e−2ω∂±Φ2)− Φ2

2
∂±Ψ∂±Ψ = 0 ,

∂+∂−Φ2 − e2ω

4
U = 0 ,

4∂+∂−ω + ∂+Ψ∂−Ψ− e2ω

2

∂U

∂(Φ2)
= 0 ,

∂+(Φ2∂−Ψ) + ∂−(Φ2∂+Ψ) +
e2ω

2

∂U

∂Ψ
= 0 . (B.8)

Expanding the constraint equations in the first line of (B.8) to linear order in per-

turbations (3.69) gives

∂±∂±φ±
2

(x+ − x−)
∂±φ = 0 , (B.9)

the other terms vanishing at linear order. To see that these linearized constraint

equations are consistent with the linearized equations (3.73), we differentiate the

++ constraint equation with respect to x− to get

∂+(∂+∂−φ) +
2

(x+ − x−)
∂+∂−φ+

2

(x+ − x−)2
∂+φ = 0 , (B.10)

which is satisfied after using the equation for φ in (3.73). Similarly differentiating the

−− constraint equation with respect to x+, we can show that the resulting equation

is satisfied upon substituting the equation for φ in (3.73).

B.2 Extrinsic curvature and the Schwarzian

Consider the boundary ofAdS2 as a slightly deformed curve (τ(u), ρ(u)) parametrized

by the boundary coordinate time u, where τ is the Euclidean time. The tangent T µ

and the normal nµ to this boundary curve are

T µ = (τ ′, ρ′) , nµ =
ρ

L
√
τ ′2 + ρ′2

(−ρ′, τ ′) , (B.11)

where prime denotes derivative with respect to u i.e. τ ′ = dτ
du

, etc. The extrinsic

curvature is given by

K = −T
µT ν∇νnµ
T µTµ

. (B.12)

For the Euclidean AdS2 metric in Poincaré coordinates, ds2 = L2

ρ2 (dτ 2 + dρ2), we

have
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Γττρ = −1

ρ
, Γρττ =

1

ρ
, Γρρρ = −1

ρ
. (B.13)

Then using ∂u = τ ′∂τ + ρ′∂ρ, we can compute

TµT
ν∇νn

µ =
L2

ρ2
[τ ′2∇τn

τ + τ ′ρ′(∇τn
ρ +∇ρn

τ ) + ρ′2∇ρn
ρ]

=
L2

ρ2
[τ ′(τ ′∂τn

τ + ρ′∂ρn
τ ) + ρ′(τ ′∂τn

ρ + ρ′∂ρn
ρ) + τ ′2Γττρn

ρ

+ρ′2Γρρρn
ρ + τ ′ρ′nτ (Γρττ + Γτρτ )]

=
L2

ρ2
[τ ′∂un

τ + ρ′∂un
ρ − (τ ′2 + ρ′2)

nρ

ρ
]

=
L

ρ2(τ ′2 + ρ′2)
3
2

[
− τ ′ρ′2(τ ′2 + ρ′2)− ρρ′′τ ′3 + ρρ′τ ′2τ ′′

+τ ′ρ′2(τ ′2 + ρ′2) + ρτ ′′ρ′3 − ρρ′2ρ′′τ ′
]
− (τ ′2 + ρ′2)ρτ ′

ρ3(τ ′2 + ρ′2)
1
2

=
L

ρ2(τ ′2 + ρ′2)
1
2

[−ρρ′′τ ′ + ρτ ′′ρ′ − τ ′(τ ′2 + ρ′2)] (B.14)

and the extrinsic curvature becomes

K = −T
µT ν∇νnµ
T µTµ

=
ρ2

L2(τ ′2 + ρ′2)
(−T µT ν∇νnµ) =

τ ′(τ ′2 + ρ′2 + ρρ′′)− ρρ′τ ′′

L(τ ′2 + ρ′2)
3
2

.

(B.15)

The induced metric on the boundary of AdS2 is given by

guu =
L2

ε2
= L2 (τ ′2 + ρ′2)

ρ2
, (B.16)

where ε is arbitrarily small. Solving this equation in orders of ε gives

ρ = ετ ′ +O(ε3) . (B.17)

Substituting this expression for ρ in (B.15), we get

K =
[ τ ′3 + τ ′(ε2τ”2) + τ ′(ετ ′)(ετ ′′′)− ε2τ ′τ ′′2 ]

L τ ′3

(
1− 3ρ′2

2τ ′2

)
=

1

L

[(
1 + ε2

τ ′′′

τ ′

)(
1− 3 ε2

2

τ ′′2

τ ′2

)
+O(ε4)

]
=

1

L

[
1 + ε2

(τ ′′′
τ ′
− 3

2

τ ′′2

τ ′2

)
+O(ε4)

]
=

1

L

[
1 + ε2 Sch(τ(u), u) +O(ε4)

]
, (B.18)

where Sch(τ(u), u) ≡ {τ(u), u} = τ ′′′

τ ′
− 3

2
τ ′′2

τ ′2
is the Schwarzian derivative action.
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Substituting the expression for K in the Gibbons-Hawking term, using (3.37) and

defining φ̃ = φr(u)
ε

, we get

SGH = − 1

8πG2

∫
du

ε

2Φbφr
ε

(
1 + ε2 Sch(τ(u), u) +O(ε4)

)
= − 2Φb

8πG2

∫
du
φr
ε2
− 2Φb

8πG2

∫
du φr Sch(τ(u), u) +O(ε2) , (B.19)

where the 1
ε2

term cancels with the background term coming from expansion of the

bulk action and the second term gives the Schwarzian derivative action at leading

linear order in the dilaton perturbation.

B.3 Einstein’s equation in 2-dimensions

Consider a dilaton-gravity-scalar action in 2-dimensions

S =
1

16πG2

(∫
d2x
√
−g
[
Φ2R− U(Φ,Ψ)− Φ2

2
∂µΨ∂µΨ

]
+ 2

∫
dt
√
−γ Φ2K

)
.

(B.20)

Varying the action with respect to the metric, we get

δS =
1

16πG2

(∫
d2x

(
g gµν

2
√
−g

δgµν
[
Φ2R− U − Φ2

2
∂ρΨ∂

ρΨ
]

+
√
−g
[
Φ2Rµνδg

µν + Φ2gµνδRµν −
Φ2

2
∂µΨ∂νΨ δgµν

])
+2

∫
dt δ(
√
−γ K)Φ2

)
=

1

16πG2

∫
d2x
√
−g
(

Φ2Gµν −
Φ2

2
∂µΨ∂νΨ +

gµν
2

[
U +

Φ2

2
∂ρΨ∂

ρΨ
])
δgµν

+
1

16πG2

(∫
d2x
√
−gΦ2gµνδRµν + 2

∫
dt δ(
√
−γ K)Φ2

)
, (B.21)

where Gµν = Rµν − gµν
2
R is the Einstein tensor and in 2-dimensions Gµν = 0 identi-

cally. Using gµνδRµν = ∇µ[∇ν(δgµν)− gρσ∇µ(δgρσ)] ≡ ∇µvµ, we get∫
d2x
√
−gΦ2gµνδRµν =

∫
d2x
√
−gΦ2∇µvµ

=

∫
d2x
√
−g∇µ(Φ2vµ)−

∫
d2x
√
−g(∇µΦ2)vµ

=

∫
dt
√
−γ nµ Φ2vµ −

∫
d2x
√
−g(∇µΦ2)vµ . (B.22)
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Substituting this expression in (B.21), we see that the boundary term
∫
dt
√
−γ nµ Φ2vµ

cancels the variation of the Gibbons-Hawking term 2
∫
dt δ(
√
−γ K)Φ2. Then (B.21)

reduces to

δS =
1

16πG2

∫
d2x
√
−g
(
− Φ2

2
∂µΨ∂νΨ +

gµν
2

[
U +

Φ2

2
∂ρΨ∂

ρΨ
])
δgµν

− 1

16πG2

∫
d2x
√
−g (∇µΦ2) vµ . (B.23)

Let us simplify the term in the second line above. Using the formula for vµ, we have∫
d2x
√
−ggµν(∂µΦ2)vν =

∫
d2x
√
−ggµν(∂µΦ2)[∇ν(δgµν)− gρσ∇µ(δgρσ)] . (B.24)

To simplify further we use the following expressions.

δgρσ = δ(gµνg
µρgνσ) = (δgµν)g

µρgνσ + 2δgρσ

=⇒ δgρσ = −(δgµν)g
µρgνσ . (B.25)

Using the formula for covariant derivative ∇σ(δgνρ) = ∂σ(δgνρ)−Γανσδgαρ−Γαρσδgνα,

we can write

∇ρ(δgνρ∇νΦ2) = gρσ∂σ(δgνρ∇νΦ2)− gρσΓαρσδgνα∇νΦ2

= ∇ρ(δgνρ)∇νΦ2 +∇ρ(∇νΦ2)δgνρ , (B.26)

∇ν(g
ρσδgρσ∇νΦ2)

= gρσ∇ν(δgρσ∇νΦ2)

= gρσ[∂ν(δgρσ∇νΦ2)− Γαρνδgασ∇νΦ2 − Γασνδgρα∇νΦ2 + Γνανδgρσ∇αΦ2]

= gρσδgρσ∇ν∇νΦ2 + gρσ[∂ν(δgρσ)− Γαρνδgασ − Γασνδgρα]∇αΦ2

= gρσδgρσ∇2Φ2 + gρσ∇ν(δgρσ)∇νΦ2 . (B.27)

Substituting (B.26) and (B.27) in (B.24), we get

(∂µΦ2)vµ = ∇ν(δgµν∇µΦ2)−∇µ∇νΦ2 δgµν −∇µ(gρσδgρσ∇µΦ2) + gρσδgρσ∇2Φ2

= −∇ρ(δg
ρσ∇σΦ2) +∇µ∇νΦ

2 δgµν +∇µ(gρσδg
ρσ∇µΦ2)− gρσδgρσ∇2Φ2 ,

where we have used (B.25) in the first term. Substituting this expression in (B.23),

we get
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δS =

∫
d2x
√
−g

16πG2

(
− Φ2

2
∂µΨ∂νΨ +

gµν
2

[
U +

Φ2

2
(∂Ψ)2

]
−∇µ∇νΦ

2 + gµν∇2Φ2
)
δgµν

− 1

16πG2

∫
d2x
√
−g
[
∇µ(gρσδg

ρσ∇µΦ2)−∇ρ(δg
ρσ∇σΦ2)

]
. (B.28)

The terms in the second line above are boundary terms, which vanish by the bound-

ary conditions on the metric δgµν |bdy = 0. Then from the first line above, δS
δgµν

= 0

gives the field equations

∇µ∇νΦ
2 − gµν∇2Φ2 +

Φ2

2
∂µΨ∂νΨ−

gµν
2

[
U +

Φ2

2
(∂Ψ)2

]
= 0 . (B.29)





Appendix C

Appendix to chapter 4

C.1 Effective potential in D-dim gravity-scalar

theory

We derive a formula for the effective potential V in gravity scalar action (4.1) starting

from gravity-scalar action coupled to U(1) gauge fields. Consider the action

S =
1

16πGD

∫
dDx

√
−g(D)

(
R(D)−hIJ

2
∂MΨI∂MΨJ+V0(Ψ)−

n∑
i=1

Zi(Ψ)

4
F 2
i

)
, (C.1)

where V0(Ψ) is the scalar potential, Zi(Ψ) are Ψ dependent couplings and F 2
i =

FiMNF
MN
i . The Einstein’s equations are

R(D)
MN −

g
(D)
MN

2
R(D) =

hIJ
2

(
∂MΨI∂NΨJ − g

(D)
MN

2
∂PΨI∂PΨJ

)
+
g

(D)
MN

2
V0

+
n∑
i

Zi
2

(
FiMPF

P
iN −

g
(D)
MNF

2
i

4

)
. (C.2)

Taking electric ansatz for all gauge fields and solving the Maxwell’s equations

∂M(
√
−g(D)ZiF

MN
i ) = 0 =⇒ F tr

i =
c̃i√
−g(D)Zi

, F 2
i = − 2 c̃2

i

(g
(D)
xx )D−2Z2

i

,

(C.3)

where c̃i is constant and we have restricted to a class of metrics with g
(D)
ij = δijg

(D)
xx ,

consistent with the reduction ansatz (4.2). Substituting F tr
i in (C.2), the t− r and

xx components become

165
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G(D)
µν =

hIJ
2

(
∂µΨI∂νΨ

J − g
(D)
µν

2
∂PΨI∂PΨJ

)
+
g

(D)
µν

2

(
V0 −

n∑
i=1

c̃2
i

2(g
(D)
xx )D−2Zi

)
, (C.4)

G(D)
xx =

hIJ
2

(
∂xΨ

I∂xΨ
J − g

(D)
xx

2
∂PΨI∂PΨJ

)
+
g

(D)
xx

2
V0 +

g
(D)
xx

4

c̃2
i

(g
(D)
xx )D−2Zi

, (C.5)

where G
(D)
MN = R(D)

MN −
g

(D)
MN

2
R(D) is the Einstein tensor. These Einstein equations can

be derived from an equivalent gravity-scalar action (4.1), with the effective potential

defined as

V (ΨI , g(D)
xx ) = −V0(Ψ) +

n∑
i=1

Vi(Ψ)

(g
(D)
xx )D−2

, (C.6)

where Vi(Ψ) ≡ c̃2i
2Zi(Ψ)

.

C.2 Radial Lagrangian (4.63) from dimensional re-

duction

Consider the gravity scalar action in D-dimensions

S =
1

16πGD

[ ∫
dDx

√
−g(D)

(
R(D) − hIJ

2
∂MΨI∂MΨJ − V

)
+

∫
dD−1x

√
−γ(D−1)2K(D−1)

]
, (C.7)

where γ
(D−1)
ab is the induced metric and K(D−1) is the extrinsic curvature on the

(D − 1)-dimensional boundary. Foliating the spacetime into surfaces of constant r,

ds2 = g
(D)
MNdx

MdxN = (Ñ2 + γ
(D−1)
ab NaN b)dr2 + 2γ

(D−1)
ab Nadxbdr + γ

(D−1)
ab dxadxb ,

(C.8)

the D-dim Ricci scalar decomposes as

R(D) = (D−1)R+ (K(D−1))2−K(D−1)
ab K(D−1) ab− 2∇A(ñAK(D−1)) + 2∇A(ñB∇Bñ

A) ,

(C.9)

where the indices M,N take values (t, r, xi) and a, b take values (t, xi) for i =

1, . . . , D − 2. (D−1)R is the Ricci scalar of the (D − 1)-dim boundary and ñA is

the unit normal to the boundary. The total derivative terms above can be written

as
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∫
dDx

√
−g(D)[−2∇A(ñAK(D−1)) + 2∇A(ñB∇Bñ

A)]

=

∫
dD−1x

√
−γ(D−1)[−2K(D−1)ñAñA + ñAñ

B∇Bñ
A]

= −
∫
dD−1x

√
−γ(D−1)2K(D−1),

where we have used ñAñA = 1 and ñA∇Bñ
A = 0. This boundary term coming from

the total derivative terms in (C.9) cancels the Gibbons-Hawking term in (C.7). Then

the radial Lagrangian on the r = constant boundary can be written as

L =
1

16πGD

∫
dD−1x

√
−γ(D−1)Ñ

(
(D−1)R+ (K(D−1))2 −K(D−1)

ab K(D−1) ab

−hIJ
2
∂MΨI∂MΨJ − V

)
, (C.10)

where the extrinsic curvature is

K
(D−1)
ab =

1

2Ñ

(
∂rγ

(D−1)
ab −D(D−1)

a N
(D−1)
b −D(D−1)

b N (D−1)
a

)
,

N (D−1)
a ≡ γ

(D−1)
ab N b , D(D−1)

a N
(D−1)
b = ∂aN

(D−1)
b − Γ

(D−1) c
ab N (D−1)

c . (C.11)

Radial decomposition of D-dim metric in the KK reduction form:

Expanding the D-dim metric (C.8), into 2-dim (t, r) and transverse components

ds2 = [(Ñ2 + γ
(D−1)
ab NaN b)dr2 + 2γ

(D−1)
tt N tdtdr + 2γ

(D−1)
ti N idtdr + γ

(D−1)
tt dt2]

+γ
(D−1)
ij dxidxj + [2γ

(D−1)
ti N tdxidr + 2γ

(D−1)
ij N idxjdr + 2γ

(D−1)
ti dxidt] .

(C.12)

Imposing the Kaluza-Klein ansatz for the dimensional reduction on TD−2, i.e.,

ds2 = g(2)
µν dx

µdxν + Φ
4

D−2

D−2∑
i=1

dx2
i , g(D)

xx ≡ Φ
4

D−2 . (C.13)

where g
(2)
µν , Φ depend only on the 2-dim coordinates (t, r), we get

γ
(D−1)
ij = Φ

4
D−2 δij , γ

(D−1)
ti = 0 , N i = 0 , N

(D−1)
i = 0 , ∀ i, j = 1, . . . , D − 1

(C.14)

and the components of the 2-dim metric and its inverse are
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g(2)
rr = g(D)

rr = Ñ2 + γ
(D−1)
tt (N t)2 , g

(2)
tr = g

(D)
tr = γ

(D−1)
tt N t ,

g
(2)
tt = g

(D)
tt = γ

(D−1)
tt ,

g(2) rr =
1

Ñ2
, g(2) tr = −N

t

Ñ2
, g(2) tt =

1

γ
(D−1)
tt

+
(N t)2

Ñ2
. (C.15)

Reduction of the radial Lagrangian (C.10) :

The induced metric on the (D − 1)-dim boundary can be written as

ds2
(D−1) = γ

(D−1)
ab dxadxb = γ

(D−1)
tt dt2 + γ

(D−1)
ij dxidxj = γ

(D−1)
tt dt2 + Φ

4
D−2

D−2∑
i=1

dx2
i .

(C.16)

The Ricci scalar becomes

(D−1)R =
∂tγ

(D−1)
tt ∂tΦ

2

(γ
(D−1)
tt )2 Φ2

+
(D − 3)

(D − 2)

(∂tΦ
2)2

γ
(D−1)
tt Φ4

− 2 ∂2
t Φ

2

γ
(D−1)
tt Φ2

. (C.17)

The components of the extrinsic curvature are

K
(D−1)
tt =

1

2Ñ

(
∂rγ

(D−1)
tt − 2D

(D−1)
t N

(D−1)
t

)
=

1

2Ñ

(
∂rγ

(1)
tt − 2D

(1)
t N

(1)
t

)
= K

(1)
tt ,

K
(D−1)
ti =

1

2Ñ

(
∂rγ

(D−1)
ti −D(D−1)

t N
(D−1)
i −D(D−1)

i N
(D−1)
t

)
= 0 , (C.18)

K
(D−1)
ij =

1

2Ñ

(
∂rγ

(D−1)
ij −D(D−1)

i N
(D−1)
j −D(D−1)

j N
(D−1)
i

)
= δij

Φ
4

D−2
−2

(D − 2)
ñµ∂µΦ2 ,

where we have used

γ
(1)
tt = γ

(D−1)
tt , N

(1)
t = γ

(1)
tt N

t = γ
(D−1)
tt N t = N

(D−1)
t , Γ

(D−1) t
it = 0 ,

Γ
(1) t
tt = Γ

(D−1) t
tt , ñr = Ñ , ñt = 0 , ñµ = g(2)µνñν , (C.19)

D
(D−1)
t N

(D−1)
t = ∂tN

(D−1)
t − Γ

(D−1) t
tt N

(D−1)
t = ∂tN

(1)
t − Γ

(1) t
tt N

(1)
t = D

(1)
t N

(1)
t ,

where γ
(1)
tt is the induced metric and K

(1)
tt is the extrinsic curvature on the 1-dim

boundary and ñµ is the outward unit normal to the 1-dim boundary. Then we can

compute

K(D−1) abK
(D−1)
ab = γ(D−1) acγ(D−1) bdK

(D−1)
ab K

(D−1)
cd

= (γ(D−1) tt)2(K
(D−1)
tt )2 + γ(D−1) ikγ(D−1) jlK

(D−1)
ij K

(D−1)
kl

= K(1) ttK
(1)
tt +

(ñµ∂µΦ2)2

(D − 2)Φ4
(C.20)

and
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K(D−1) = γ(D−1) abK
(D−1)
ab = γ(D−1) ttK

(D−1)
tt + γ(D−1) ijK

(D−1)
ij = K(1) +

ñµ∂µΦ2

Φ2
,

(C.21)

where K(1) = γ(1) ttK
(1)
tt . Substituting these in (C.10), the radial Lagrangian becomes

L =
1

16πG2

∫
dt

√
−γ(1)

tt Φ2Ñ
[

(D−1)R+
(
K(1) +

ñµ∂µΦ2

Φ2

)2

−K(1) ttK
(1)
tt

− (ñµ∂µΦ2)2

(D − 2)Φ4
− hIJ

2
g(2)µν∂µΨI∂νΨ

J − V
]

=
1

16πG2

∫
dt

√
−γ(1)

tt Φ2Ñ
[

(D−1)R+ 2K(1) ñ
µ∂µΦ2

Φ2
+

(D − 3)

(D − 2)

(ñµ∂µΦ2)2

Φ4

−hIJ
2
g(2)µν∂µΨI∂νΨ

J − V
]
, (C.22)

where we have used K(1) ttK
(1)
tt = (K(1))2.

Weyl transformation: Performing a Weyl transformation on the 2-dim bulk metric,

gµν = Φ
2(D−3)
(D−2) g

(2)
µν which induces a Weyl transformation on the 1-dim boundary metric

γtt = Φ
2(D−3)
(D−2) γ

(1)
tt , we get

ds2 = gµνdx
µdxν =

(
Φ

2(D−3)
(D−2) Ñ2 + γtt(N

t)2
)
dr2 + 2γttN

tdtdr + γttdt
2

≡ (N2 + γtt(N
t)2)dr2 + 2γttN

tdtdr + γttdt
2 , (C.23)

which is same as (4.62) with N ≡ Φ
D−3
D−2 Ñ . Under the Weyl transformation, we have

Γ
(1) t
tt = Γttt −

(D − 3)

(D − 2)

∂tΦ

Φ
, Γttt =

∂tγtt
2γtt

, Nt = γttN
t , (C.24)

D
(1)
t N

(1)
t = ∂t(γ

(1)
tt N

t)− Γ
(1) t
tt γ

(1)
tt N

t = Φ
−2(D−3)

(D−2)

(
DtNt −

(D − 3)

(D − 2)

Nt∂tΦ

Φ2

)
.

The Ricci scalar (C.17) can be written covariantly as

(D−1)R = −2Φ
2(D−3)
(D−2)

−2
2tΦ

2 ;

2tΦ
2 = γttDtDtΦ

2 =
∂t(
√
−γttγtt∂tΦ2)√
−γtt

=
[∂2

t Φ
2

γtt
− ∂tγtt∂tΦ

2

2γ2
tt

]
. (C.25)

The extrinsic curvature becomes

K
(1)
tt =

1

2Ñ

(
∂rγ

(1)
tt − 2D

(1)
t N

(1)
t

)
= Φ−

(D−3)
(D−2)

(
Ktt −

(D − 3)

2(D − 2)

γtt
Φ2
nµ∂µΦ2

)
, (C.26)

K(1) = γ(1) ttK
(1)
tt = Φ

2(D−3)
(D−2) γttK

(1)
tt = Φ

(D−3)
(D−2)

(
K − (D − 3)

2(D − 2)

nµ∂µΦ2

Φ2

)
, (C.27)

where Ktt = 1
2N

(∂rγtt − 2DtNt), K = γttKtt, nr = N = Φ
D−3
D−2 Ñ = Φ

D−3
D−2 ñr and
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nµ∂µΦ2 = gµνnµ∂νΦ
2 = Φ−

D−3
D−2 ñµ∂µΦ2. Substituting these expressions in (C.22), we

get

L =
1

16πG2

∫
dt
√
−γN

[
− 22tΦ

2 + 2K nµ∂µΦ2 − Φ2hIJ
2

∂µΨI∂µΨJ − V Φ
2

D−2

]
.

(C.28)

Simplifying further using nµ∂µΦ2 = 1
N

(∂rΦ
2−N t∂tΦ

2) and defining U ≡ Φ
2

D−2V , we

obtain (4.63).

C.3 The z = 1, θ 6= 0 hvLif family

Setting z = 1, θ 6= 0 in the 4-dim Einstein-Maxwell-scalar action (3.43) and the

charged hvLif solution (3.46) gives F1MN = 0 and we get Einstein-scalar theory

coupled to an U(1) gauge field A2M , with

V0 =
(3− θ)(2− θ) e−γΨ0

R2−2θ r2θ
hv

, γ =
θ√

(2− θ)(−θ)
, λ2 =

√
−θ

2− θ
. (C.29)

Note that the energy conditions (3.50) simplify in this case to give

(2− θ) ≥ 0 , −θ ≥ 0 ⇒ γ = −λ2 . (C.30)

Substituting the gauge field solution in terms of the scalar field and the metric

component g
(4)
xx , gives an effective gravity-scalar theory (4.1) (in 4-dim with one

scalar field) with an effective potential

Veff = −(3− θ)(2− θ)
R2−2θr2θ

hv

eγ(Ψ−Ψ0) +
1

(g
(4)
xx )2

(2− θ)(1− θ)Q2R−6+2θ

eλ2(Ψ−Ψ0)
. (C.31)

Using the extremality condition Q2 = (3−θ
1−θ ) r

2(2−θ)
0 and γ = −λ2 simplifies the ef-

fective potential (3.63) which is of the form (4.95) with U = ΦVeff and Φ = g
(4)
xx .

The factors of Φ arise, as seen in Chap.-3, from the T 2-compactification followed by

a Weyl transformation of the 2-dim metric. Thus the potential U(Φ,Ψ) has factor-

ized in this case: the piece inside the brackets is structurally similar to that for the

reduction of the M2-AdS4 case, with an overall Ψ factor dressing outside.

The linear fluctuations φ, ψ, Ω to the dilaton, scalar field and the metric respec-

tively are governed by the quadratic action (Sec.-3.2.2.1 in Chap. 3), which gives the

linearized equation ∂+∂−ζ = 0 for the fluctuation, ζ = ψ− 2√
2−θ

L2(3−θ)(2−θ)
r2−2θ
0 r2θ

hv

φ. Thus

the ζ scalar is massless at linear order.
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C.4 Dimensional reduction on TD−2

Consider an ansatz for the D-dimensional metric suitable for Kaluza-Klein (KK)

reduction on a torus TD−2,

ds2 = g
(D)
MNdx

MdxN = g(2)
µν dx

µdxµdxν + g(D)
xx

D−2∑
i=1

dx2
i , (C.32)

where the 2-dimensional metric g
(2)
µν and g

(D)
xx depend only on the non-compact co-

ordinates (t, r). With this metric ansatz, components of the Christoffel symbol

decompose as

Γ(D)µ
νρ = Γ(2)µ

νρ , Γ
(D)µ
ij = −1

2
g(2)µν∂νg

(D)
ij , Γ

(D) i
jµ =

1

2
g(D) ik∂µg

(D)
jk ,

Γ
(D)µ
νj = 0 , Γ(D) i

µν = 0 , Γ
(D) i
jk = 0 , (C.33)

which give the decomposition of the components of the Riemann tensor as

R(D) ρ
µρν = R(2) ρ

µρν ,

R(D) k
µkν = −∂νΓ(D) k

µk + Γ
(D) k
σk Γ(D)σ

µν − Γ
(D) k
jν Γ

(D) j
µk ,

R(D) ρ
iρj = ∂ρΓ

(D) ρ
ij + Γ(D) ρ

σρ Γ
(D)σ
ij − Γ

(D) ρ
kj Γ

(D) k
iρ ,

R(D) k
ikj = Γ

(D) k
σk Γ

(D)σ
ij − Γ

(D) k
σj Γ

(D)σ
ik ,

R(D) ρ
µρi = 0 , R(D) k

µki = 0 . (C.34)

Using g
(D)
ij = δijg

(D)
xx , we compute the components of the Ricci tensor as

R(D)
µν = R(D) ρ

µρν +R(D) k
µkν

= R(2)
µν −

(D − 2)

2
∇(2) ν(g

(D)xx∂µg
(D)
xx )− (D − 2)

4
(g(D)xx)2∂µg

(D)
xx ∂νg

(D)
xx ,

R(D)
ij = R(D) ρ

iρj +R(D) k
ikj

= δij

[
− 1

2
∇(2)µ (g(2)µν∂νg

(D)
xx )− (D − 4)

4
g(D)xxg(2)µν∂µg

(D)
xx ∂νg

(D)
xx

]
,

R(D)
µj = R(D) ρ

µρj +R(D) k
µkj = 0 , (C.35)

where ∇(2)µ is a covariant derivative with respect to the 2-dimensional metric g
(2)
µν .

Substituting g
(D)
xx = Φ

4
D−2 and simplifying further, the components of Ricci tensor

become
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R(D)
µν = R(2)

µν−
∇(2)µ∇(2) νΦ

2

Φ2
+

(D − 3)

(D − 2)

∂µΦ2∂νΦ
2

Φ4
, R(D)

ij =
δijΦ

4
D−2

(D − 2)

(
−
∇ 2

(2)Φ
2

Φ2

)
.

(C.36)

Then the Ricci scalar is

R(D) = g(2)µνR(D)
µν + g(D) ijR(D)

ij = R(2) − 2
∇ 2

(2)Φ
2

Φ2
+

(D − 3)

(D − 2)

(∇(2)Φ
2)2

Φ4

= R(2) − 4
∇ 2

(2)Φ

Φ
− 4

(D − 2)

(∇(2)Φ)2

Φ2
. (C.37)

Weyl transformation, gµν = Φng
(2)
µν :

Under the Weyl transformation gµν = Φng
(2)
µν for arbitrary n, the various quantities

transform as

∇ 2
(2)Φ = Φn∇2Φ , (∇(2)Φ)2 = Φn(∇Φ)2 ,

Γ(2) ρ
µν = Γρµν −

n

2Φ
(δρν∂µΦ + δρµ∂νΦ− gρσgµν∂σΦ) ,

R(2)
µν = Rµν +

n gµν ∇2Φ

2 Φ
− n gµν (∇Φ)2

2 Φ2
,

R(2) = Φn
[
R+ n

(∇2Φ

Φ
− (∇Φ)2

Φ2

)]
= Φn

[
R+

n

2

(∇2Φ2

Φ2
− (∇Φ2)2

Φ4

)]
. (C.38)

Substituting this expression for R(2) in (C.37), we get

R(D) = Φn
[
R+

(n− 4)

2

∇2Φ2

Φ2
+ 2
(
n− 2

(D − 3)

(D − 2)

)(∇Φ)2

Φ2

]
. (C.39)

Now for n = 2(D−3)
(D−2)

i.e. gµν = Φ
2(D−3)
(D−2) g

(D)
µν , we get

R(D) = Φ
2(D−3)
(D−2)

[
R− (D − 1)

(D − 2)

∇2Φ2

Φ2

]
. (C.40)

To summarize, upon dimensional reduction on TD−2 and a further Weyl transfor-

mation in 2-dimensions, we get

√
−g(D)R(D) =

√
−g(2) Φ2

[
R(2) − 4

∇ 2
(2)Φ

Φ
− 4

(D − 2)

(∇(2)Φ)2

Φ2

]
=
√
−g(2) Φ2

[
R(2) − 2

∇ 2
(2)Φ

2

Φ2
+

(D − 3)

(D − 2)

(∇(2)Φ
2)2

Φ4

]
(C.41)

and √
−g(D)R(D) =

√
−g
[
Φ2R− (D − 1)

(D − 2)
∇2Φ2

]
. (C.42)
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C.4.1 Reduction of the Gibbons-Hawking boundary term

The Gibbons-Hawking action on the (D − 1) dimensional boundary is

S
(D)
GH =

1

8πGD

∫
dD−1x

√
−γ(D−1)K(D−1) , (C.43)

where γ
(D−1)
MN is the induced metric on the boundary and K(D−1) is the extrinsic

curvature. Upon dimensional reduction with the KK metric (C.32), we get

K(D−1) = K(1) +
ñµ∇µ

(2)Φ
2

Φ2
,

√
−γ(D−1) =

√
−γ(1) Φ2 , (C.44)

where ñµ is the outward pointing normal and the Gibbons Hawking term reduces to

S
(D)
GH =

1

8πG2

∫
dt
√
−γ(1)

[
Φ2K(1) + ñµ∇µ

(2)Φ
2
]
. (C.45)

The Weyl transformation gµν = Φ
2(D−3)
(D−2) g

(2)
µν induces a Weyl transformation on the

boundary metric γtt = Φ
2(D−3)
(D−2) γ

(1)
tt ,
√
−γ =

√
−γ(1)Φ

(D−3)
(D−2) and nµ∂µΦ2 = gµνnµ∂νΦ

2 =

Φ−
D−3
D−2 ñµ∂µΦ2. The extrinsic curvature becomes

K(1) = γ(1) ttK
(1)
tt = Φ

D−3
D−2K − (D − 3)

2(D − 2)
Φ
D−3
D−2
−2nµ∂µΦ2 . (C.46)

The Gibbons Hawking term becomes

S
(D)
GH =

1

8πG2

∫
dt
√
−γ
[
Φ2K +

(D − 1)

2(D − 2)
nµ∇µΦ2

]
. (C.47)

From (C.41), (C.42) (C.45) and (C.47), we get

1

16πGD

(∫
dDx

√
−g(D)R(D) + 2

∫
dD−1x

√
−γ(D−1)K(D−1)

)
=

1

16πG2

(∫
d2x

√
−g(2)

[
Φ2R(2) +

(D − 3)

(D − 2)

(∇(2)Φ
2)2

Φ2

]
+ 2

∫
dt
√
−γ(1) Φ2K(1)

)
=

1

16πG2

(∫
d2x
√
−gΦ2R(2) + 2

∫
dt
√
−γ Φ2K

)
. (C.48)

The Gibbons-Hawking action terms for the 1-dimensional boundary before and after

Weyl transformation are

S
(1)
GH =

1

8πG2

∫
dt
√
−γ(1) Φ2K(1) , SGH =

1

8πG2

∫
dt
√
−γ Φ2K . (C.49)





Appendix D

Appendix to chapter 5

D.1 Orthonormal basis for N-level irreducible

ghost-spin

We give the transformations which transform the defining basis for N -level irre-

ducible ghost-spin to an orthonormal basis. For even N -level ghost-spin, the trans-

formations to orthonormal basis are

|+〉 =

∑N
i=1 |ei〉√
N2 −N

, |2〉 =
1√
2

(|e1〉 − |e2〉) ,

...∣∣∣∣N2 + 1

〉
=

1√
2

(|eN−1〉 − |eN〉) ,∣∣∣∣N2 + 2

〉
=

1

2
(|e1〉+ |e2〉 − |e3〉 − |e4〉) ,∣∣∣∣N2 + 3

〉
=

1√
12

( 4∑
i=1

|ei〉 − 2(|e5〉+ |e6〉)
)
,

...

|N − 1〉 =
1√

(N−1)(N−3)
2

(
N−4∑
i=1

|ei〉 −
(
N − 1

2
− 1

)
(|eN−3〉+ |eN−2〉)

)
,

|N〉 =
1√

N(N−2)
2

(
N−2∑
i=1

|ei〉 −
(
N

2
− 1

)
(|eN−1〉+ |eN〉)

)
. (D.1)
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For odd N+1-level ghost-spin (where N is even), the transformations to orthonormal

basis are

|+〉 =

∑N+1
i=1 |ei〉√
N(N + 1)

, |2〉 =
1√
2

(|e1〉 − |e2〉) ,

...∣∣∣∣N2 + 1

〉
=

1√
2

(|eN−1〉 − |eN〉) ,∣∣∣∣N2 + 2

〉
=

1

2
(|e1〉+ |e2〉 − |e3〉 − |e4〉) ,∣∣∣∣N2 + 3

〉
=

1√
12

( 4∑
i=1

|ei〉 − 2(|e5〉+ |e6〉)
)
,

...

|N − 1〉 =
1√

(N−1)(N−3)
2

(
N−4∑
i=1

|ei〉 −
(
N − 1

2
− 1

)
(|eN−3〉+ |eN−2〉)

)
,

|N〉 =
1√

N(N−2)
2

(
N−2∑
i=1

|ei〉 −
(
N

2
− 1

)
(|eN−1〉+ |eN〉)

)
,

|N + 1〉 =
1√

(N + 1)2 − (N + 1)

(
N∑
i=1

|ei〉 −N |eN+1〉

)
. (D.2)

To illustrate these transformations, we write them explicitly for N = 3 and N = 4.

For a 3-level ghost-spin, the orthonormal basis are

|+〉 =
1√
6

(|e1〉+ |e2〉+ |e3〉) , |2〉 =
1√
2

(|e1〉−|e2〉) , |3〉 =
1√
6

(|e1〉+ |e2〉−2|e3〉)

(D.3)

and for N = 4, the orthonormal basis are

|+〉 =
1√
12

(|e1〉+ |e2〉+ |e3〉+ |e1〉) , |2〉 =
1√
2

(|e1〉 − |e2〉) ,

|3〉 =
1√
2

(|e3〉 − |e4〉) , |4〉 =
1√
2

(|e1〉+ |e2〉 − |e3〉 − |e4〉) . (D.4)
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[114] M. Cvetič and I. Papadimitriou, “AdS2 holographic dictionary,” JHEP 1612, 008 (2016) Er-

ratum: [JHEP 1701, 120 (2017)] doi:10.1007/JHEP12(2016)008, 10.1007/JHEP01(2017)120

[arXiv:1608.07018 [hep-th]].

[115] A. Castro, D. Grumiller, F. Larsen and R. McNees, “Holographic Description of AdS(2)

Black Holes,” JHEP 0811, 052 (2008) doi:10.1088/1126-6708/2008/11/052 [arXiv:0809.4264

[hep-th]].

[116] A. Castro and W. Song, “Comments on AdS2 Gravity,” arXiv:1411.1948 [hep-th].

[117] S. R. Das, A. Jevicki and K. Suzuki, “Three Dimensional View of the SYK/AdS Duality,”

JHEP 1709, 017 (2017) doi:10.1007/JHEP09(2017)017 [arXiv:1704.07208 [hep-th]].

[118] M. Taylor, “Generalized conformal structure, dilaton gravity and SYK,” JHEP 1801, 010

(2018) doi:10.1007/JHEP01(2018)010 [arXiv:1706.07812 [hep-th]].

[119] A. Gaikwad, L. K. Joshi, G. Mandal and S. R. Wadia, “Holographic dual to charged SYK

from 3D Gravity and Chern-Simons,” arXiv:1802.07746 [hep-th].

[120] P. Nayak, A. Shukla, R. M. Soni, S. P. Trivedi and V. Vishal, “On the Dynamics of Near-

Extremal Black Holes,” arXiv:1802.09547 [hep-th].

[121] U. Moitra, S. P. Trivedi and V. Vishal, “Near-Extremal Near-Horizons,” arXiv:1808.08239

[hep-th].

[122] M. Cadoni, M. Ciulu and M. Tuveri, “Symmetries, Holography and Quantum Phase Tran-

sition in Two-dimensional Dilaton AdS Gravity,” arXiv:1711.02459 [hep-th].



Bibliography 185

[123] Y. Z. Li, S. L. Li and H. Lu, “Exact Embeddings of JT Gravity in Strings and M-theory,”

Eur. Phys. J. C 78, no. 9, 791 (2018) doi:10.1140/epjc/s10052-018-6267-1 [arXiv:1804.09742

[hep-th]].

[124] A. Castro, F. Larsen and I. Papadimitriou, “5D rotating black holes and the nAdS2/nCFT1

correspondence,” JHEP 1810, 042 (2018) doi:10.1007/JHEP10(2018)042 [arXiv:1807.06988

[hep-th]].

[125] K. S. Kolekar and K. Narayan, “AdS2 dilaton gravity from reductions of some nonrela-

tivistic theories,” Phys. Rev. D 98, no. 4, 046012 (2018) doi:10.1103/PhysRevD.98.046012

[arXiv:1803.06827 [hep-th]].

[126] K. S. Kolekar and K. Narayan, “On AdS2 holography from redux, renormalization

group flows and c-functions,” JHEP 1902, 039 (2019) doi:10.1007/JHEP02(2019)039

[arXiv:1810.12528 [hep-th]].

[127] J. Maldacena, S. H. Shenker and D. Stanford, “A bound on chaos,” JHEP 1608, 106 (2016)

doi:10.1007/JHEP08(2016)106 [arXiv:1503.01409 [hep-th]].

[128] S. H. Shenker and D. Stanford, “Black holes and the butterfly effect,” JHEP 1403, 067

(2014) doi:10.1007/JHEP03(2014)067 [arXiv:1306.0622 [hep-th]].

[129] F. M. Haehl, R. Loganayagam and M. Rangamani, “Adiabatic hydrodynamics: The

eightfold way to dissipation,” JHEP 1505, 060 (2015) doi:10.1007/JHEP05(2015)060

[arXiv:1502.00636 [hep-th]].

[130] J. Polchinski and V. Rosenhaus, “The Spectrum in the Sachdev-Ye-Kitaev Model,” JHEP

1604, 001 (2016) doi:10.1007/JHEP04(2016)001 [arXiv:1601.06768 [hep-th]].

[131] J. Maldacena and D. Stanford, “Remarks on the Sachdev-Ye-Kitaev model,” Phys. Rev. D

94, no. 10, 106002 (2016) doi:10.1103/PhysRevD.94.106002 [arXiv:1604.07818 [hep-th]].

[132] A. Kitaev and S. J. Suh, “The soft mode in the Sachdev-Ye-Kitaev model and its gravity

dual,” arXiv:1711.08467 [hep-th].

[133] W. Fu and S. Sachdev, “Numerical study of fermion and boson models with

infinite-range random interactions,” Phys. Rev. B 94, no. 3, 035135 (2016)

doi:10.1103/PhysRevB.94.035135 [arXiv:1603.05246 [cond-mat.str-el]];

[134] A. Jevicki, K. Suzuki and J. Yoon, “Bi-Local Holography in the SYK Model,” JHEP 1607,

007 (2016) doi:10.1007/JHEP07(2016)007 [arXiv:1603.06246 [hep-th]];

[135] Y. Gu, X. L. Qi and D. Stanford, “Local criticality, diffusion and chaos in general-

ized Sachdev-Ye-Kitaev models,” JHEP 1705, 125 (2017) doi:10.1007/JHEP05(2017)125

[arXiv:1609.07832 [hep-th]];

[136] D. J. Gross and V. Rosenhaus, “A Generalization of Sachdev-Ye-Kitaev,” JHEP 1702, 093

(2017) doi:10.1007/JHEP02(2017)093 [arXiv:1610.01569 [hep-th]];



186 Bibliography

[137] M. Berkooz, P. Narayan, M. Rozali and J. Simón, “Higher Dimensional Generalizations of

the SYK Model,” JHEP 1701, 138 (2017) doi:10.1007/JHEP01(2017)138 [arXiv:1610.02422

[hep-th]];

[138] E. Witten, “An SYK-Like Model Without Disorder,” arXiv:1610.09758 [hep-th];

[139] R. Gurau, “The complete 1/N expansion of a SYK–like tensor model,” Nucl. Phys. B 916,

386 (2017) doi:10.1016/j.nuclphysb.2017.01.015 [arXiv:1611.04032 [hep-th]];

[140] I. R. Klebanov and G. Tarnopolsky, “Uncolored random tensors, melon diagrams,

and the Sachdev-Ye-Kitaev models,” Phys. Rev. D 95, no. 4, 046004 (2017)

doi:10.1103/PhysRevD.95.046004 [arXiv:1611.08915 [hep-th]];

[141] T. Nishinaka and S. Terashima, “A note on Sachdev–Ye–Kitaev like model without

random coupling,” Nucl. Phys. B 926, 321 (2018) doi:10.1016/j.nuclphysb.2017.11.012

[arXiv:1611.10290 [hep-th]];

[142] C. Krishnan, S. Sanyal and P. N. Bala Subramanian, “Quantum Chaos and Holographic

Tensor Models,” JHEP 1703, 056 (2017) doi:10.1007/JHEP03(2017)056 [arXiv:1612.06330

[hep-th]].
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