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Abstract

This thesis concerns the dynamics and integrability of the Rajeev-Ranken (RR) model, a

mechanical system with 3 degrees of freedom describing screw-type nonlinear wave solutions

of a scalar field theory dual to the 1+1D SU(2) Principal Chiral Model. This field theory is

strongly coupled in the UV and could serve as a toy model to study nonperturbative features

of theories with a perturbative Landau pole.

We begin with a Lagrangian and a pair of Hamiltonian formulations based on compatible

degenerate nilpotent and Euclidean Poisson brackets. Darboux coordinates, Lax pairs and

classical r -matrices are found. Casimirs are used to identify the symplectic leaves on which

a complete set of independent conserved quantities in involution are found, establishing Li-

ouville integrability. Solutions are expressible in terms of elliptic functions and their stability

is analyzed. The model is compared and contrasted with those of Neumann and Kirchhoff.

Common level sets of conserved quantities are generically 2-tori, though horn tori, circles

and points also arise. On the latter, conserved quantities develop relations and solutions

degenerate from elliptic to hyperbolic, circular and constant functions. The common level

sets are classified using the nature of roots of a cubic polynomial. We also discover a family

of action-angle variables that are valid away from horn tori. On the latter, the dynamics is

expressed as a gradient flow.

In Darboux coordinates, the model is reinterpreted as an axisymmetric quartic oscillator.

It is quantized and variables are separated in the Hamilton-Jacobi and Schrödinger equations.

Analytic properties and weak and strong coupling limits of the radial equation are studied. It

is shown to reduce to a generalization of the Lamé equation. Finally, we use this quantization

to find an infinite dimensional reducible unitary representation of the above nilpotent Lie

algebra.
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Chapter 1

Introduction

1.1 Motivation and background

In this thesis we investigate the dynamics and integrability of a mechanical system describing

a class of nonlinear wave solutions of a 1+1-dimensional (1+1D) scalar field theory. This

scalar field theory was introduced in the work of Zakharov and Mikhailov [61] and Nappi [51].

It is ‘pseudodual’1 to the 1+1D SU(2) principal chiral model (PCM), which is equivalent to

the 1+1D SO(4) nonlinear sigma model. The latter is an effective theory for pions, displays

asymptotic freedom and possesses a mass gap [55]. It serves as a good toy model for 3+1D

Yang-Mills theory, which describes the physics of strong interactions. The PCM and nonlinear

sigma model are prime examples of integrable field theories and nonperturbative results

concerning their S -matrix and spectrum have been obtained using the methods of integrable

systems by Zamolodchikov and Zamolodchikov [64] (factorized S -matrices), by Polyakov

and Wiegmann [56] (fermionization) and by Faddeev and Reshetikhin [24] (quantum inverse

scattering method).

Unlike the PCM, its pseudodual scalar field theory is strongly coupled in the ultraviolet

and displays particle production. Thus, as pointed out by Rajeev and Ranken [57], this scalar

field theory could serve as a lower-dimensional toy model for studying certain nonperturbative

aspects of theories with a perturbative Landau pole (such as 3+1D λφ4 theory, which appears

in the scalar sector of the Standard Model of particle physics). In particular, one wishes to

identify degrees of freedom appropriate to the description of the dynamics of such models at

high energies (if indeed, a UV completion can be defined). Though the pseudodual scalar

field theory has been shown by Curtright and Zachos [17] to possess infinitely many nonlocal

conservation laws, it has not yet been possible to solve it in anywhere near the way that the

PCM has been solved. The pseudodual scalar field theory is also interesting for other reasons.

Unlike the PCM, which is based on the semi-direct product of an su(2) current algebra and an

1This scalar field is obtained from a noncanonical transformation of the principal chiral field. Moreover,

while the models are classically equivalent, their quantum theories are qualitatively different. This motivates

the term ‘pseudodual’.

1



2 CHAPTER 1. INTRODUCTION

abelian current algebra, its pseudodual is based on a nilpotent current algebra and a quadratic

Hamiltonian. Theories that admit a formulation in terms of quadratic Hamiltonians and

nilpotent Lie algebras are particularly interesting: they include the harmonic and anharmonic

oscillators as well as field theories such as Maxwell, λφ4 and Yang-Mills. Based on this

structural similarity, it is plausible that some common techniques of analysis may apply to

several of these models.

There are yet other reasons to be interested in the PCM, its pseudodual scalar field the-

ory and more generally the pseudoduality transformation. For instance, a generalization of

the PCM to a centrally-extended Poincaré group leads to a model for gravitational plane

waves [52]. On the other hand, a generalization to other compact Lie groups shows that

the pseudodual models have 1-loop beta functions with opposite signs [3]. Interestingly, the

sigma model for the noncompact Heisenberg group [8] is also closely connected to the above

pseudodual scalar field theory that we study. Similar duality transformations have also been

employed in the AdS5×S5 superstring sigma model in connection with the Pohlmeyer reduc-

tion [32] and in integrable λ-deformed sigma models [29]. The above dual scalar field theory

also arises in a large-level and weak-coupling limit of the 1+1D SU(2) Wess-Zumino-Witten

model. This field theory is also of interest in connection with the theory of hypoelliptic op-

erators [57]. In another direction of some relevance, attempts have been made to understand

the connection (or lack thereof) between the absence of particle production, integrability and

factorization of the tree-level S-matrix in massless 2D sigma models [35].

As a step towards understanding the 1+1D scalar field theory dual to the SU(2) PCM,

Rajeev and Ranken [57] obtained a consistent mechanical reduction to a class of nonlinear

constant energy-density classical waves. These novel ‘screw-type’ continuous waves could

play a role similar to solitary waves in other field theories. The restriction of the scalar

field theory to these nonlinear waves is governed by a Hamiltonian system with 3 degrees of

freedom, which we refer to as the Rajeev-Ranken (RR) model.

In this thesis, we will explore the integrability and dynamics of the RR model and obtain

results on both its classical and quantum versions. Aside from its intrinsic interest, we

hope that understanding the mechanical model in detail will shed light on its parent scalar

field theory. Moreover, comparing the RR model and its integrable features with other

dynamical systems has been very helpful in discovering common features and transplanting

ideas between these models. We next outline the major results of this thesis.

1.2 Outline and summary of results

In Chapter 2, we introduce the 1+1D scalar field theory pseudodual to the SU(2) principal

chiral model. The SU(2)-group valued principal chiral field g(x, t) is related to the su(2)-Lie

algebra valued scalar field φ(x, t) via the noncanonical transformations

g−1g′ = λφ̇ and g−1ġ = λφ′. (1.1)
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Here, primes and dots denote space and time derivatives respectively and λ > 0 is a dimen-

sionless coupling constant. We then discuss the Hamiltonian-Poisson bracket formulations of

the PCM and its dual scalar field theory. We briefly mention salietnt features of the models

and point out that unlike the ‘Euclidean’ current algebra of the PCM, the scalar field theory

is based on a step-3 nilpotent current algebra. Next, we sketch the way Rajeev and Ranken

obtained a mechanical system by reducing the scalar field theory to screw-type waves of the

form:

φ(x, t) = eKxR(t)e−Kx +mKx with K =
i

2
kσ3. (1.2)

Here, R(t) is a dynamical traceless 2×2 anti-hermitian su(2) matrix, while K is a constant

matrix. In (1.2), m is a dimensionless parameter, k a constant wavenumber and σ3 the third

Pauli matrix. The dynamics of these screw-type waves is described by a Hamiltonian system

with three degrees of freedom and its equations of motion (EOM) are

L̇ = [K,S] and Ṡ = λ [S, L] . (1.3)

Here S(t) and L(t) are dynamical su(2) matrices related to R(t) via

L = [K,R] +mK and S = Ṙ +
1

λ
K. (1.4)

The matrices L and S may also be regarded as a pair of dynamical vectors in 3D Euclidean

space (~L = Tr (L~σ/2i), ~S = Tr (S~σ/2i)) equipped with the cross-product Lie bracket.

Thus the phase space of the RR model is six-dimensional.

In Chapter 3, we discuss the Hamiltonian formulation and Liouville integrability of the RR

model. In Section 3.1, we find a Lagrangian as well as a pair of distinct Hamiltonian-Poisson

bracket formulations for the RR model. The corresponding nilpotent and Euclidean Poisson

brackets are shown to be compatible and to generate a (degenerate) Poisson pencil. In Section

3.2, Lax pairs (see Refs. [40,41,42] for an exposition on Lax pairs) and r -matrices associated

with both Poisson structures are obtained and used to find four generically independent

conserved quantities c,m, s and h . They are related to the S and L variables via

ck2 = Tr

(
L2

2
− 1

λ
KS

)
=

1

2
LaLa +

k

λ
S3,

mk2 = Tr KL = −kL3, s2k2 = Tr S2 and hk2 = Tr SL. (1.5)

Here, c and m may be shown to be Casimirs of the nilpotent Poisson algebra. The value of

the Casimir L3 is written as −m in units of k by analogy with the eigenvalue of the angular

momentum component Lz in units of ~ . The conserved quantity Tr SL is called h for

helicity by analogy with other such projections. The quantity s2k2 is the square of the radius

of the S -sphere in the 3D Euclidean S -space. These conserved quantities are in involution

with respect to both Poisson structures on the 6D phase space. The symmetries and canonical

transformations generated by these conserved quantities are identified and three of their

combinations are related to Noether charges of the nilpotent scalar field theory. Two of these

conserved quantities c and m (or s and h) are shown to lie in the center of the nilpotent (or
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Euclidean) Poisson algebra. Thus, by assigning numerical values to the Casimirs, we may

go from the 6D phase space of the model to its 4D symplectic leaves M4
cm (or M4

sh ). On

the latter, we have two generically independent conserved quantities in involution, thereby

rendering the system Liouville integrable. This explains how we can have four independent

conserved quantities in involution for a system with a 6D phase space. Though all four

conserved quantities are shown to be generically independent, there are singular submanifolds

of the phase space where this independence fails. In fact, we find the submanifolds where

pairs, triples or all four conserved quantities are dependent and identify the relations among

conserved quantities on these singular submanifolds. Pleasantly, these submanifolds are

shown to coincide with the ‘static’ and ‘circular/trigonometric’ submanifolds2 of the phase

space and to certain nongeneric common level sets of conserved quantities. In Section 3.3, we

analyze the stability of classical static solutions of the RR model and of the corresponding

nonlinear wave solutions of the scalar field theory. Finally, the weak coupling limit (λ→ 0)

of the classical continuous screw-type waves is examined. They are shaped like a screw with

axis along the third internal direction suggesting the name ‘screwons’.

One may wonder whether the Rajeev-Ranken model is related to any other integrable

systems. In Appendix A, we compare and contrast the RR model with the (N = 3) Neumann

model [9,10], which is an integrable system describing the dynamics of a particle moving on

an N -sphere subject to harmonic forces. Though the models are not quite the same (as

the corresponding dynamical variables live in different spaces), this comparison allows us to

discover a new Hamiltonian formulation for the Neumann model [38]. In Appendix B, we give

the EOM of the RR model a new interpretation as Euler equations for a centrally extended

Euclidean algebra with a quadratic Hamiltonian. Thus, they bear a kinship to Kirchhoff’s

equations for a rigid body moving in a perfect fluid [47]. The latter is an integrable system

whose equations are Euler equations for a Euclidean algebra [14, 21, 58]. Roughly, ~L and
~P = ~S − ~K/λ play the roles of total angular momentum and linear momentum of the body-

fluid system in a body-fixed frame. However, while the Poisson brackets of the Kirchhoff

system are given by the Euclidean L-P Lie algebra, the RR model involves its central

extension. Solutions of the RR model are also interpreted as a special family of flat su(2)

connections on 1+1D Minkowski space. Indeed, the currents r0 = g−1ġ and r1 = g−1g′ of the

PCM (for the SU(2) group-valued principal chiral field g(x, t)) are components of a flat su(2)

connection in 1+1-dimensions, satisfying the additional condition ṙ0 = r′1 . Solutions of the

dual scalar field theory thus furnish a special class of flat connections rµ = λεµν∂
νφ . This is

to be contrasted with certain other integrable systems (investigated for instance in [2,7,27]),

which describe Hamiltonian dynamics on the space of flat connections on a Riemann surface.

Evidently, while solutions to the RR model are very special classes of flat connections, the

latter models deal with evolution on the space of all flat connections.

Though analytic solutions in terms of elliptic functions had been found in [57], questions

about the structure of the phase space of the RR model and its dynamics were open. In

Chapter 4, we use the Casimirs of the (nilpotent) Poisson algebra to find all symplectic

2Static submanifolds consist of static solutions while the trigonometric submanifolds are the ones on which

the solutions are expressible in terms of trigonometric functions of time.
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leaves on the S -L phase space and a convenient set of Darboux coordinates on them. The

system is Liouville integrable on each symplectic leaf and the generic common level sets

of conserved quantities are shown to be 2-tori. Going beyond the generic cases, we find

three more types of common level sets: horn tori (tori with equal major and minor radii -

see Fig. 4.3), circles and points. These three arise when the conserved quantities develop

relations and are associated to the degeneration of solutions from elliptic to hyperbolic and

circular functions. An elegant geometric construction allows us to realize each common level

set as a fibre bundle with base determined by the roots of a cubic polynomial. We show

that the union of common level sets of a given type may be treated as the phase space of a

self-contained dynamical system. By contrast with the dynamics on tori and circles, which is

Hamiltonian, that on horn tori is shown to be a gradient flow. In fact, horn tori behave like

separatrices and are also associated to a transition in the topology of energy level sets. By a

careful use of the Poisson structure and elliptic function solutions, we also discover a family

of action-angle variables for the model away from horn tori. A more detailed sectionwise

summary of this chapter is given in the beginning of Chapter 4.

In Chapter 5, we discuss some aspects of the quantum version of the Rajeev-Ranken

model. In Section 5.1, we begin with Rajeev and Raken’s mechanical interpretation of the

model in terms of a charged particle moving in a static electromagnetic field [57]. They used

this viewpoint to quantize the model in the Schrödinger picture and obtained dispersion re-

lations for the quantized nonlinear waves in the weak and strong coupling limits. However,

their radial equation and its associated strong coupling dispersion relation appear to have

some errors. In Section 5.2, we take a complementary approach by interpreting the Rajeev-

Ranken model as a 3D cylindrically symmetric anharmonic oscillator. This interpretation

follows from rewriting the Hamiltonian in terms of the Darboux coordinates introduced in

Section 3.1.3 and identifying the coordinates and momenta as those of a massive nonrelativis-

tic particle. In Section 5.3, we exploit this mechanical interpretation to canonically quantize

the model and separate variables in the Schrödinger equation. Though the radial equation

is in general not exactly solvable, its analytic properties are studied and it is shown to be

reducible to a generalization of the Lamé equation. As with the classical model, the quantum

RR model resembles the quantum Neumann model, as we observe by examining properties

of the corresponding radial equations [10]. We obtain the energy spectrum at weak coupling

and its dependence on the wavenumber in a suitably defined strong coupling limit. In Section

5.4, we separate variables in the Hamilton-Jacobi equation and use this to find the WKB

quantization condition, though in an implicit form. In another direction, we notice that the

EOM of the RR model can also be interpreted as Euler equations for a step-3 nilpotent Lie

algebra (see Appendix C). In Section 5.5, we exploit our canonical quantization to uncover

an infinite dimensional reducible unitary representation of this nilpotent algebra, which is

then decomposed using its Casimir operators.

Finally, in Chapter 6, we discuss some of the results of this thesis and mention possible

directions for further research.

It is satisfying that a detailed and explicit analysis of the dynamics and phase space

structure of this model has been possible using fairly elementary methods. Our results
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should be helpful in understanding other aspects of the model’s integrability (bi-Hamiltonian

formulation on symplectic leaves, spectral curve etc.), the stability of its solutions, effects of

perturbations and its quantization (for instance via our action-angle variables, through the

representation theory of nilpotent Lie algebras or via path integrals using our Lagrangian

obtained from Darboux coordinates, to supplement the Schrödinger picture results in [57]

and in Chapter 5). Quite apart from its physical origins and possible applications, we believe

that the elegance of the Rajeev-Ranken model justifies a detailed study. It is hoped that

the insights gained can then also be usefully applied to understanding the parent scalar field

theory.



Chapter 2

Principal chiral model to the

Rajeev-Ranken model

In this chapter, we introduce the nilpotent scalar field theory dual to the principal chiral

model. Then we show how Rajeev and Ranken obtained a consistent reduction of this field

theory to a mechanical system with three degrees of freedom which describes certain screw-

type nonlinear wave solutions of the field theory. This chapter is based on [57] and [38].

2.1 Nilpotent scalar field theory dual to the PCM

As mentioned in the Introduction (Chapter 1), a scalar field theory pseudodual to the

1+1-dimensional SU(2) principal chiral model was introduced in the work of Zakharov and

Mikhailov [61] and Nappi [51]. The 1+1D principal chiral model is defined by the action

SPCM =
1

2λ2

∫
Tr
(
∂µg∂

µg−1
)
dxdt =

1

2λ2

∫
Tr
[
(g−1ġ)2 − (g−1g′)2

]
dxdt, (2.1)

with primes and dots denoting x and t derivatives. Here, λ > 0 is a dimensionless coupling

constant and Tr = −2 tr . The corresponding equations of motion (EOM) are nonlinear

wave equations for the components of the SU(2)-valued field g(x, t) and may be written

in terms of the su(2) Lie algebra-valued time and space components of the right current,

r0 = g−1ġ and r1 = g−1g′ :

g̈ − g′′ = ġg−1ġ − g′g−1g′ or ṙ0 − r′1 = 0. (2.2)

An equivalent formulation is possible in terms of left currents lµ = (∂µg)g−1 . Note that

r0 and r1 are components of a flat connection; they satisfy the zero curvature ‘consistency’

condition

ṙ1 − r′0 + [r0, r1] = 0. (2.3)

7
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Following Rajeev and Ranken [57], we define right current components rescaled by λ , which

are especially useful in discussions of the strong coupling limit:

I =
1

λ2
r1 and J =

1

λ
r0. (2.4)

In terms of these currents, the EOM and zero-curvature condition become

J̇ = λI ′ and İ = λ [I, J ] +
1

λ
J ′. (2.5)

These EOM may be derived from the Hamiltonian following from SPCM (upon dividing by

λ),

HPCM =
1

2
Tr

∫
dx

(
λI2 +

1

λ
J2

)
(2.6)

and the PBs:

{Ia(x), Ib(y)} = 0, {Ja(x), Jb(y)} = −λ2εabcJc(x)δ(x− y)

and {Ja(x), Ib(y)} = −λ2εabcIc(x)δ(x− y) + δab∂xδ(x− y) (2.7)

for a, b = 1, 2, 3. Since both I and J are anti-hermitian, their squares are negative operators,

but the minus sign in Tr ensures that HPCM ≥ 0. The Poisson algebra (2.7) is a central

extension of a semi-direct product of the abelian algebra generated by the Ia and the su(2)

current algebra generated by the Ja . It may be regarded as a (centrally extended) ‘Euclidean’

current algebra. These PBs follow from the canonical PBs between I and its conjugate

momentum in the action (2.1) [25]. The multiplicative constant in {Ja, Jb} is not fixed by the

EOM. It has been chosen for convenience in identifying Casimirs of the reduced mechanical

model (see Section 3.1.2).

The EOM J̇ = λI ′ is identically satisfied if we express the currents in terms of a Lie

algebra-valued potential φ :

I =
φ̇

λ
and J = φ′ or rµ = λεµν∂

νφ

with gµν =

(
1 0

0 −1

)
and ε01 = 1. (2.8)

The zero curvature condition ( İ − J ′/λ = λ [I, J ]) now becomes a 2nd -order nonlinear wave

equation for the scalar φ (with the speed of light re-instated):

φ̈ = c2φ′′ + cλ[φ̇, φ′]. (2.9)

The field φ is an anti-hermitian traceless 2×2 matrix in the su(2) Lie algebra, which may be

written as a linear combination of the generators ta = σa/2i where σa are the Pauli matrices:

φ = φata =
1

2i
φ · σ with φa = i tr (φσa) = Tr (φta) (2.10)
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for a = 1, 2, 3. The generators are normalized according to Tr (tatb) = δab and satisfy

[ta, tb] = εabctc . As noted in [57], a strong-coupling limit of (2.9) where the λ[φ̇, φ′] term

dominates over φ′′ , may be obtained by introducing the rescaled field φ̃(ξ, τ) = λ2/3φ(x, t),

where ξ = x and τ = λ1/3t . Taking λ → ∞ holding c fixed gives the Lorentz noninvariant

equation φ̃ττ = c[φ̃τ , φ̃ξ] . Contrary to the expectations in [57], the ‘slow-light’ limit c → 0

holding λ fixed is not quite the same as this strong-coupling limit.

The wave equation (2.9) follows from the Lagrangian density (with c = 1)

L = Tr

(
1

2λ
(φ̇2 − φ′2) +

1

3
φ[φ̇, φ′]

)
=

1

2λ
∂µφa∂

µφa +
1

6
εabcε

µνφa∂µφb∂νφc. (2.11)

The momentum conjugate to φ is π = φ̇/λ− (1/3) [φ, φ′] and satisfies

π̇ =
φ′′

λ
+

2

3
[φ̇, φ′] +

1

3
[φ̇′, φ] =

φ′′

λ
+

2λ

3
[π, φ′] +

λ

3
[π′, φ] +

2λ

9
[[φ, φ′], φ′] +

λ

9
[[φ, φ′′], φ]. (2.12)

The conserved energy and Hamiltonian coincide with HPCM of (2.6):

E =
1

2λ
Tr

∫
dx
[
φ̇2 + φ′2

]
and H =

1

2
Tr

∫
dx

[
λ

(
π +

1

3
[φ, φ′]

)2

+
1

λ
φ′2

]
. (2.13)

If we postulate the canonical PBs

{φa(x), φb(y)} = 0, {πa(x), πb(y)} = 0 and {φa(x), πb(y)} = δbaδ(x− y), (2.14)

then Hamilton’s equations φ̇ = {φ,H} and π̇ = {π,H} reproduce (2.12). The canonical

PBs between φ and π imply the following PBs among the currents I, J and φ :

{Ja(x), Jb(y)} = 0, {Ia(x), Jb(y)} = δab∂xδ(x− y),

{φa(x), Ib(y)} = δabδ(x− y), {φa(x), Jb(y)} = 0 and

{Ia(x), Ib(y)} =
εabc
3

(2Jc(x) + (φc(x)− φc(y))∂y) δ(x− y). (2.15)

These PBs define a step-3 nilpotent Lie algebra in the sense that all triple PBs such as

{{{Ia(x), Ib(y)}, Ic(z)}, Id(w)} (2.16)

vanish. Note however that the currents I and J do not form a closed subalgebra of (2.15).

Interestingly, the EOM (2.5) also follow from the same Hamiltonian (2.6) if we postulate the

following closed Lie algebra among the currents

{Ja(x), Jb(y)} = 0, {Ia(x), Jb(y)} = δab∂xδ(x− y) and

{Ia(x), Ib(y)} = εabcJcδ(x− y). (2.17)

Crudely, these PBs are related to (2.15) by ‘integration by parts’. As with (2.15), this

Poisson algebra of currents is a nilpotent Lie algebra of step-3 unlike the Euclidean algebra

of Eq. (2.7).
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The scalar field with EOM (2.9) and Hamiltonian (2.13) is classically related to the PCM

through the change of variables rµ = λεµν∂
νφ . However, as noted in [17], this transformation

is not canonical, leading to the moniker ‘pseudodual’. Though this scalar field theory has

not been shown to be integrable, it does possess infinitely many (nonlocal) conservation

laws [17]. Moreover, the corresponding quantum theories are different. While the PCM is

asymptotically free, integrable and serves as a toy-model for 3+1D Yang-Mills theory, the

quantized scalar field theory displays particle production (a nonzero amplitude for 2 → 3

particle scattering), has a positive β function [51] and could serve as a toy-model for 3+1D

λφ4 theory [57].

2.2 Reduction of the nilpotent field theory and the RR

model

Before attempting a challenging nonperturbative study of the nilpotent field theory, it is

interesting to study its reduction to finite dimensional mechanical systems obtained by con-

sidering special classes of solutions to the nonlinear wave equation (2.9). The simplest such

solutions are traveling waves φ(x, t) = f(x − vt) for constant v . However, for such φ , the

commutator term −λ[vf ′, f ′] = 0 so that traveling wave solutions of (2.9) are the same as

those of the linear wave equation. Nonlinearities play no role in similarity solutions either.

Indeed, if we consider the scaling ansatz φ̃ (ξ, τ) = Λ−γφ(x, t) where ξ = Λ−αx and τ = Λ−βt ,

then (2.9) takes the form:

Λγ−2βφ̃ττ − Λγ−2αφ̃ξξ − Λ2γ−(β+α)λ[φ̃τ , φ̃ξ] = 0. (2.18)

This equation is scale invariant when α = β and γ = 0. Hence similarity solutions must be

of the form φ(x, t) = ψ(η) where η = x/t and ψ satisfies the linear ODE

η2ψ′′ − ψ′′ + 2ηψ′ = −λη[ψ′, ψ′] = 0. (2.19)

Recently, Rajeev and Ranken [57] found a mechanical reduction of the nilpotent scalar

field theory for which the nonlinearities play a crucial role. They considered the wave ansatz:

φ(x, t) = eKxR(t)e−Kx +mKx with K =
i

2
kσ3 (2.20)

which leads to ‘continuous wave’ solutions of (2.9) with constant energy-density. These

screw-type configurations are obtained from a Lie algebra-valued matrix R(t) by combining

an internal rotation (by angle ∝ x) and a translation. The constant traceless anti-hermitian

matrix K has been chosen in the 3rd direction. The ansatz (2.20) depends on two parameters:

a dimensionless real constant m and the constant K3 = −k with dimensions of a wave number

which could have either sign. When restricted to the submanifold of such propagating waves,

the field equations (2.9) reduce to those of a mechanical system with 3 degrees of freedom
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which we refer to as the Rajeev-Ranken model. The currents (2.8) can be expressed in terms

of R and Ṙ :

I =
1

λ
eKxṘe−Kx and J = eKx ([K,R] +mK) e−Kx. (2.21)

These currents are periodic in x with period 2π/|k| . We work in units where c = 1 so that I

and J have dimensions of a wave number. If we define the traceless anti-hermitian matrices

L = [K,R] +mK and S = Ṙ +
1

λ
K, (2.22)

then it is possible to express the EOM and consistency condition (2.5) as the pair

L̇ = [K,S] and Ṡ = λ [S, L] . (2.23)

In components (La = Tr (Lta) etc.), the equations become

L̇1 = kS2, L̇2 = −kS1, L̇3 = 0,

Ṡ1 = λ(S2L3 − S3L2), Ṡ2 = λ(S3L1 − S1L3) and Ṡ3 = λ(S1L2 − S2L1). (2.24)

Here, L3 = −mk is a constant, but it will be convenient to treat it as a coordinate. Its

constancy will be encoded in the Poisson structure so that it is either a conserved quantity or

a Casimir. Sometimes it is convenient to express L1,2 and S1,2 in terms of polar coordinates:

L1 = kr cos θ, L2 = kr sin θ, S1 = kρ cosφ and S2 = kρ sinφ. (2.25)

Here, r and ρ are dimensionless and positive. We may also express L and S in terms of

coordinates and velocities (here u = Ṙ3/k − 1/λ):

L =
k

2i

(
−m R2 + iR1

R2 − iR1 m

)
and S =

1

2i

(
uk Ṙ1 − iṘ2

Ṙ1 + iṘ2 −uk

)
or

L1 = kR2, L2 = −kR1, L3 = −mk, S1 = Ṙ1, S2 = Ṙ2 and S3 = uk. (2.26)

It is clear from (2.22) that L and S do not depend on the coordinate R3 . The EOM (2.23,

2.26) may be expressed as a system of three second order ODEs for the components of R(t):

R̈1 = λk(R1Ṙ3 −mṘ2)− k2R1, R̈2 = λk(R2Ṙ3 +mṘ1)− k2R2 and

R̈3 =
−λk

2
(R2

1 +R2
2)t. (2.27)

Rajeev and Ranken used conserved quantities to simplify these equations of motion and

express the solutions to (2.27) in terms of elliptic functions.



Chapter 3

Rajeev-Ranken model: Hamiltonian

formulation and Liouville integrability

We begin this chapter by introducing a pair of Hamiltonian-Poisson bracket formulations for

the RR model. Then we find a Poisson pencil, Lax pairs, r -matrices and a complete set

of conserved quantities in involution, thereby establishing its Liouville integrability. These

conserved quantities are then related to the Noether charges of the parent scalar field theory.

Static and trigonometric submanifolds of the phase space are introduced, where the generally

elliptic function solutions simplify. Then, we investigate the functional independence of

the conserved quantities by examining the linear independence of the associated one-forms.

Finally, we discuss the stability of static solutions of the RR model and the corresponding

solutions of the field theory. This chapter is based on [38].

3.1 Hamiltonian, Poisson brackets and Lagrangian

3.1.1 Hamiltonian and PBs for the RR model

The Rajeev-Ranken model, which is a mechanical system with 3 degrees of freedom and

phase space M6
S-L (R6 with coordinates La, Sa ) can be given a Hamiltonian-Poisson bracket

formulation. A Hamiltonian is obtained by a reduction of that of the nilpotent field theory

(2.13). For the nonlinear screw wave (2.20), we have Tr φ̇2 = Tr Ṙ2 and Tr φ′2 =

Tr ([K,R] +mK)2 . Thus the ansatz (2.20) has a constant energy density and we define the

reduced Hamiltonian to be the energy (2.13) per unit length (with dimensions of 1/area):

H =
1

2
Tr

[(
S − 1

λ
K

)2

+ L2

]
=
S2
a + L2

a

2
+
k

λ
S3 +

k2

2λ2
=

1

2

[
Ṙ2
a + k2

(
R2

1 +R2
2 +m2

)]
.

(3.1)

12
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We have multiplied by λ for convenience. PBs among S and L which lead to the EOM

(2.23) are given by

{La, Lb}ν = 0, {Sa, Sb}ν = λεabcLc and {Sa, Lb}ν = −εabcKc. (3.2)

We may view this Poisson algebra as a finite-dimensional version of the nilpotent Lie algebra

of currents I and J in (2.17) with K playing the role of the central δ′ term. In fact, both

are step-3 nilpotent Lie algebras (indicated by {·, ·}ν in the mechanical model) and we may

go from (2.17) to (3.2) via the rough identifications (up to conjugation by eKx ):

Ja → La, Ia →
1

λ

(
Sa −

Ka

λ

)
, δab∂xδ(x− y)→ −εabcKc and {·, ·} → λ{·, ·}ν . (3.3)

Note that the PBs (3.2) have dimensions of a wave number. They may be expressed as

{f, g}ν = rab0 ∂af∂bg where the anti-symmetric Poisson tensor field r0 = (0 A|A B) with the

3× 3 blocks Aab = −εabcKc and Bab = λεabcLc . This Poisson algebra is degenerate: r0 has

rank four and its kernel is spanned by the exact 1-forms dL3 and d (S3 + (λ/k)(L2
1 + L2

2)/2).

The corresponding center of the algebra can be taken to be generated by the Casimirs mk2 ≡
Tr KL and ck2 ≡ Tr ((L2/2)− (KS/λ)).

Euclidean PBs: The L-S EOM (2.23) admit a second Hamiltonian formulation with a

nonnilpotent Poisson algebra arising from the reduction of the Euclidean current algebra of

the PCM (2.7). It is straightforward to verify that the PBs

{Sa, Sb}ε = 0, {La, Lb}ε = −λεabcLc and {La, Sb}ε = −λεabcSc (3.4)

along with the Hamiltonian (3.1) lead to the EOM (2.23). This Poisson algebra is isomorphic

to the Euclidean algebra in 3D (e(3) or iso(3)) a semi-direct product of the simple su(2)

Lie algebra generated by the La and the abelian algebra of the Sa . Furthermore, it is easily

verified that s2k2 ≡ Tr S2 and hk2 ≡ Tr SL are Casimirs of this Poisson algebra whose

Poisson tensor we denote r1 . It follows that the EOM (2.23) obtained from these PBs are

unaltered if we remove the Tr S2 term from the Hamiltonian (3.1). The factor λ in the

{La, Sb}ε PB is fixed by the EOM while that in the {La, Lb}ε PB is necessary for h to be a

Casimir.

Formulation in terms of real antisymmetric matrices: It is sometimes convenient to

re-express the 2 × 2 anti-hermitian su(2) Lie algebra elements L, S and K as 3 × 3 real

anti-symmetric matrices (more generally we would contract with the structure constants):

L̃kl =
1

2
εklmLm with Lj = εjklL̃kl and similarly for S̃ and K̃ . (3.5)

The EOM (2.23) and the Hamiltonian (3.1) become:

˙̃L = −2[K̃, S̃], ˙̃S = −2λ[S̃, L̃] and H = − tr

((
S̃ − K̃/λ

)2

+ L̃2

)
. (3.6)



14 CHAPTER 3. LIOUVILLE INTEGRABILITY

Moreover, the nilpotent (ν) (3.2) and Euclidean (ε) (3.4) PBs become

{S̃kl, S̃pq}ν =
λ

2

(
δkqL̃pl − δplL̃kq + δqlL̃kp − δkpL̃ql

)
,

{S̃kl, L̃pq}ν = −1

2

(
δkqK̃pl − δplK̃kq + δqlK̃kp − δkpK̃ql

)
and {L̃kl, L̃pq}ν = 0 (3.7)

and {L̃kl, L̃pq}ε = −λ
2

(
δkqL̃pl − δplL̃kq + δqlL̃kp − δkpL̃ql

)
,

{S̃kl, L̃pq}ε = −λ
2

(
δkqS̃pl − δplS̃kq + δqlS̃kp − δkpS̃ql

)
and {S̃kl, S̃pq}ε = 0. (3.8)

Interestingly, we notice that both (3.7) and (3.8) display the symmetry {S̃kl, L̃pq} = {L̃kl, S̃pq} .
The Hamiltonian (3.6) along with either of the PBs (3.7) or (3.8) gives the EOM in (3.6).

3.1.2 Poisson pencil from nilpotent and Euclidean PBs

The Euclidean {·, ·}ε (3.4) and nilpotent {·, ·}ν (3.2) Poisson structures among L and S are

compatible and together form a Poisson pencil. In other words, the linear combination

{f, g}α = (1− α){f, g}ν + α{f, g}ε (3.9)

defines a Poisson bracket for any real α . The linearity, skew-symmetry and derivation prop-

erties of the α-bracket follow from those of the individual PBs. As for the Jacobi identity,

we first prove it for the coordinate functions La and Sa . There are only four independent

cases:

{{Sa, Sb}α, Sc}α + cyclic = −(1− α)λεabd ((1− α)εdceKe + αλεdceSe) + cyclic = 0,

{{La, Lb}α, Lc}α + cyclic = α2λ2εabdεdceLe + cyclic = 0,

{{Sa, Sb}α, Lc}α + cyclic = −(1− α)αλ2εabdεdceLe + cyclic = 0 and

{{La, Lb}α, Sc}α + cyclic = αλεabd ((1− α)εdceKe + αλεdceSe) + cyclic = 0. (3.10)

The Jacobi identity for the α-bracket for linear functions of L and S follows from (3.10).

For more general functions of L and S , it follows by applying the Leibniz rule (ξi =

(L1,2,3, S1,2,3)):

{{f, g}α, h}α + cyclic =
∂f

∂ξi

∂g

∂ξj

∂h

∂ξk
({{ξi, ξj}α, ξk}α + cyclic) = 0. (3.11)

As noted, both the nilpotent and Euclidean PBs are degenerate: c and m are Casimirs

of {·, ·}ν while those of {·, ·}ε are s2 and h . In fact, the Poisson tensor rα = (1−α)r0 +αr1
is degenerate for any α and has rank 4. Its independent Casimirs may be chosen as (1 −
α)(m/λ) +αh and (1−α)c−αs2/2, whose exterior derivatives span the kernel of rα . The ν

and ε PBs become nondegenerate upon reducing the 6D phase space to the 4D level sets of

the corresponding Casimirs. Since the Casimirs are different, the resulting symplectic leaves

are different, as are the corresponding EOM. Thus these two PBs do not directly lead to a

bi-Hamiltonian formulation.
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3.1.3 Darboux coordinates and Lagrangian from Hamiltonian

Though they are convenient, the S and L variables are noncanonical generators of the nilpo-

tent degenerate Poisson algebra (3.2). Moreover, they lack information about the coordinate

R3 . It is natural to seek canonical coordinates that contain information on all six gener-

alized coordinates and velocities (Ra, Ṙa) (see (2.21)). Such Darboux coordinates will also

facilitate a passage from Hamiltonian to Lagrangian. Unfortunately, as discussed below, the

naive reduction of (2.11) does not yield a Lagrangian for the EOM (2.27).

It turns out that momenta conjugate to the coordinates Ra may be chosen as (see (2.26))

kP1 = S1 +
λ

2
mL1 = Ṙ1 +

λ

2
mkR2, kP2 = S2 +

λ

2
mL2 = Ṙ2 −

λ

2
mkR1 and

kP3 =
kλ

2
(2c−m2) +

k

λ
= S3 +

k

λ
+

λ

2k

(
L2

1 + L2
2

)
= Ṙ3 +

λk

2
(R2

1 +R2
2). (3.12)

We obtained them from the nilpotent algebra (3.2) by requiring the canonical PB relations

{Ra, Rb} = 0, {Pa, Pb} = 0 and {Ra, kPb} = δab for a, b = 1, 2, 3. (3.13)

Note that Ra cannot be treated as coordinates for the Euclidean PBs (3.4), since {R1, R2} =

(1/k2){L1, L2}ε 6= 0. Darboux coordinates associated to the Euclidean PBs, may be analo-

gously obtained from the coordinates Q in the wave ansatz for the mechanical reduction of

the principal chiral field g = eλsKxQ(t)e−Kx given in Table I of [57].

Since R3 does not appear in the Hamiltonian (3.1) (regarded as a function of (S, L) or

(R, Ṙ)), we have taken the momenta in (3.12) to be independent of R3 so that it will be cyclic

in the Lagrangian as well. However, the above formulae for Pa are not uniquely determined.

For instance, the PBs (3.13) are unaffected if we add to Pa any function of the Casimirs

(c,m) as also certain functions of the coordinates (see below for an example). In fact, we

have used this freedom to pick P3 to be a convenient function of the Casimirs. Moreover,

{R3, kP3} = 1 is a new postulate, it is not a consequence of the S -L Poisson algebra.

The Hamiltonian (3.1) can be expressed in terms of the R ’s and P ’s:

H

k2
=

3∑
a=1

P 2
a

2
+
λm

2
(R1P2 −R2P1) +

λ2

8

(
R2

1 +R2
2

) [
R2

1 +R2
2 +m2 − 4

λ

(
P3 −

1

λ

)]
+
m2

2
.

(3.14)

The EOM (2.23), (2.26) follow from (3.14) and the PBs (3.13). Thus Ra and kPb are

Darboux coordinates on the 6D phase space M6
R-P
∼= R6 . Note that the previously introduced

phase space M6
S-L is different from M6

R-P , though they share a 5D submanifold in common

parameterized by (L1,2, S1,2,3) or (R1,2, P1,2,3). M6
S-L includes the constant parameter L3 =

−mk as its sixth coordinate but lacks information on R3 which is the ‘extra’ coordinate in

M6
R-P .

Lagrangian for the RR model: A Lagrangian Lmech(R, Ṙ) for our system may now

be obtained via a Legendre transform by extremizing kPaṘa − H with respect to all the
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components of kP :

Lmech =
1

2

[
3∑

a=1

Ṙ2
a − λmk

(
R1Ṙ2 −R2Ṙ1

)
+ k

(
R2

1 +R2
2

)
(λṘ3 − k)−m2k2

]
. (3.15)

R3 is a cyclic coordinate leading to the conservation of kP3 . However Lmech does not admit

an invariant form as the trace of a polynomial in R and Ṙ . Such a form may be obtained

by subtracting the time derivative of (λk/6) (R3(R2
1 +R2

2)) from Lmech to get:

L′mech = Tr

(
Ṙ2

2
− 1

2
([K,R] +mK)2 +

λ

2
R[Ṙ,mK] +

λ

3
R
[
Ṙ, [K,R]

])

=
1

2
Tr

((
S − K

λ

)2

− L2 + λR

[
S − K

λ
,L

]
− λ

3
R

[
S − K

λ
, [K,R]

])
.(3.16)

The price to pay for this invariant form is that R3 is no longer cyclic, so that the conserva-

tion of P3 is not manifest. The Lagrangian L′mech may also be obtained directly from the

Hamiltonian (3.14) if we choose as conjugate momenta kΠa instead of the kPa of (3.12):

Π1 = P1 −
λ

3
R1R3, Π2 = P2 −

λ

3
R2R3 and Π3 = P3 −

λ

6
(R2

1 +R2
2). (3.17)

Interestingly, while both Lmech and L′mech give the correct EOM (2.27), unlike with the

Hamiltonian, the naive reduction Lnaive of the field theoretic Lagrangian (2.11) does not.

This discrepancy was unfortunately overlooked in Eq. (3.7) of [57]. Indeed Lnaive differs from

L′mech by a term which is not a time derivative:

Lnaive = L′mech +
λm

6
Tr K [Ṙ, R]. (3.18)

To see this, we put the ansatz (2.20) for φ in the nilpotent field theory Lagrangian (2.11)

and use

Tr φ̇2 = Tr Ṙ2, Tr φ′2 = Tr ([K,R] +mK)2 and

Tr φ[φ̇, φ′] = Tr R
[
Ṙ, [K,R] +mK

]
+
mxk2

2

d

dt
(R2

1 +R2
2) (3.19)

to get the naively reduced Lagrangian

Lnaive = Tr

(
1

2
Ṙ2 +

λ

3
R
[
Ṙ, [K,R] +mK

]
− 1

2
([K,R] +mK)2

)
. (3.20)

In obtaining Lnaive we have ignored an x-dependent term as it is a total time derivative, a

factor of the length of space and multiplied through by λ . As mentioned earlier, Lnaive does

not give the correct EOM for R1 and R2 nor does it lead to the PBs among L and S (3.2) if

we postulate canonical PBs among Ra and their conjugate momenta. However the Legendre

transforms of Lmech, L
′
mech and Lnaive all give the same Hamiltonian (3.1).
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One may wonder how it could happen that the naive reduction of the scalar field gives

a suitable Hamiltonian but not a suitable Lagrangian for the mechanical system. The point

is that while a Lagrangian encodes the EOM, a Hamiltonian by itself does not. It needs

to be supplemented with PBs. In the present case, while we used a naive reduction of the

scalar field Hamiltonian as the Hamiltonian for the RR model, the relevant PBs ((3.2) and

(3.13)) are not a simple reduction of those of the field theory ((2.17) and (2.14)). Thus, it

is not surprising that the naive reduction of the scalar field Lagrangian does not furnish a

suitable Lagrangian for the mechanical system. This possibility was overlooked in [57] where

the former was proposed as a Lagrangian for the RR model.

3.2 Lax pairs, r-matrices and conserved quantities

3.2.1 Lax Pairs and r-matrices

The EOM (2.23) admit a Lax pair (A,B) with complex spectral parameter ζ [45]. In other

words, if we choose

A(ζ) = −Kζ2 + Lζ +
S

λ
and B(ζ) =

S

ζ
, (3.21)

then the Lax equation Ȧ = [B,A] at orders ζ1 and ζ0 are equivalent to (2.23). The Lax

equation implies that Tr An(ζ) is a conserved quantity for all ζ and every n = 1, 2, 3 . . . .

To arrive at this Lax pair we notice that Ȧ = [B,A] can lead to (2.23) if L and S appear

linearly in A as coefficients of different powers of ζ . The coefficients have been chosen to

ensure that the fundamental PBs (FPBs) between matrix elements of A can be expressed as

the commutator with a nondynamical r -matrix proportional to the permutation operator.

In fact, the FPBs with respect to the nilpotent PBs (3.2) are given by

{A(ζ) ⊗, A(ζ ′)}ν = − 1

4λ
(εabcLc − εabcKc (ζ + ζ ′))σa ⊗ σb

=
i

2λ
(L3 − (ζ + ζ ′)K3) (σ− ⊗ σ+ − σ+ ⊗ σ−)

+
1

4λ

∑
±

(L2 ± iL1) (σ± ⊗ σ3 − σ3 ⊗ σ±) . (3.22)

Here, σ± = (σ1 ± iσ2)/2. These FPBs can be expressed as a commutator

{A(ζ) ⊗, A(ζ ′)}ν = [r(ζ, ζ ′), A(ζ)⊗ I + I ⊗ A(ζ ′)] where

r(ζ, ζ ′) = − P

2λ(ζ − ζ ′)
with P =

1

2

(
I +

3∑
a=1

σa ⊗ σa

)
. (3.23)

To obtain this r -matrix we used the following identities among Pauli matrices:

σ− ⊗ σ+ − σ+ ⊗ σ− =
1

2
[P, σ3 ⊗ I] = −1

2
[P, I ⊗ σ3] and

σ± ⊗ σ3 − σ3 ⊗ σ± = ± [P, σ± ⊗ I] = ∓ [P, I ⊗ σ±] . (3.24)
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We may now motivate the particular choice of Lax matrix A (3.21). The nilpotent S -L PBs

(3.2) do not involve S , so the PBs between matrix elements of A are also independent of S .

Since P (A ⊗ B) = (B ⊗ A)P , the commutator [P,A⊗ I + I ⊗ A] = 0 if A is independent

of ζ . Thus for r ∝ P , S can only appear as the coefficient of ζ0 in A .

The same commutator form of the FPBs (3.23) hold for the Euclidean PBs (3.4) if we

use

rε(ζ, ζ
′) = λ2r(ζ, ζ ′) = − λP

2(ζ − ζ ′)
, (3.25)

provided we define a new Lax matrix Aε = A/ζ2 . The EOM for S and L are then equivalent

to the Lax equation Ȧε = [B,Aε] at order ζ−2 and ζ−1 . In this case, the FPBs are

{Aε(ζ) ⊗, Aε(ζ
′)}ε =

1

4ζζ ′

(
λεabcLc +

(
1

ζ
+

1

ζ ′

)
εabcSc

)
σa ⊗ σb. (3.26)

3.2.2 Conserved quantities in involution for the RR model

The existence of a classical r -matrix implies that the conserved quantities are in involution.

In other words, Eq. (3.23) for the FPBs implies that the conserved quantities Tr An(ζ) are

in involution:

{ Tr Am(ζ) ⊗, Tr An(ζ ′)} = mn Tr
[
r(ζ, ζ ′), Am(ζ)⊗ An−1(ζ ′) + Am−1(ζ)⊗ An(ζ ′)

]
= 0

(3.27)

for m,n = 1, 2, 3 . . . . Each coefficient of the 2nth degree polynomial Tr An(ζ) furnishes a

conserved quantity in involution with the others. However, they cannot all be independent

as the model has only 3 degrees of freedom. For instance, Tr A(ζ) ≡ 0 but

Tr A2(ζ) = ζ4 KaKa − 2ζ3 LaKa + 2ζ2

(
LaLa

2
− SaKa

λ

)
+

2ζ

λ
SaLa +

1

λ2
SaSa. (3.28)

In this case, the coefficients give four conserved quantities in involution:

s2k2 = Tr S2, hk2 = Tr SL, mk2 = Tr KL = −kL3

and ck2 = Tr

(
L2

2
− 1

λ
KS

)
=

1

2
LaLa +

k

λ
S3. (3.29)

Factors of k2 have been introduced so that c , m , h and s2 (whose positive square-root we

denote by s) are dimensionless. In [57], h and c were named C1 and C2 . c and m may

be shown to be Casimirs of the nilpotent Poisson algebra (3.2). The value of the Casimir

L3 is written as −m in units of k by analogy with the eigenvalue of the angular momentum

component Lz in units of ~ . The conserved quantity Tr SL is called h for helicity by

analogy with other such projections. The Hamiltonian (3.1) can be expressed in terms of s2

and c :

H = k2

(
1

2
s2 + c +

1

2λ2

)
. (3.30)
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It will be useful to introduce the 4D space of conserved quantities Q with coordinates c , s ,

m and h which together define a many-to-one map from M6
S-L to Q . The inverse images

of points in Q under this map define common level sets of conserved quantities in M6
S-L .

By assigning arbitrary real values to the Casimirs c and m we may go from the 6D S -L

phase space to its nondegenerate 4D symplectic leaves M4
cm given by their common level

sets. For the reduced dynamics on M4
cm , s2 (or H ) and h define two conserved quantities

in involution.

The independence of c,m, h and s is discussed in Section 3.2.6. However, higher powers

of A do not lead to new conserved quantities. Tr A3 ≡ 0 since Tr (tatbtc) = 1
2
εabc for

ta = σa/2i . The same applies to other odd powers. On the other hand, the expression for

A4(ζ) given in Appendix D, along with the identity Tr (tatbtctd) = −1
4
(δabδcd−δacδbd+δadδbc)

gives

1

k4
Tr A4(ζ) = −1

4
s4 − hs2ζ −

(
cs2 + h2

λ2

)
ζ2 −

(
2hc

λ
− ms2

λ2

)
ζ3 −

(
c2 +

s2

λ2
− 2

λ
mh

)
ζ4

+

(
mc− 1

λ
h

)
ζ5 −

(
c +

1

2
m+ 2m2

)
ζ6 +

1

4
mζ7 − 1

4
ζ8. (3.31)

Evidently, the coefficients of various powers of ζ are functions of the known conserved quan-

tities (3.29). It is possible to show that the higher powers Tr A6, Tr A8, . . . also cannot

yield new conserved quantities by examining the dynamics on the common level sets of the

known conserved quantities. In fact, we find that a generic trajectory (obtained by solving

(3.36)) on a generic common level set of all four conserved quantities is dense (see Fig. 3.1

for an example). Thus, any additional conserved quantity would have to be constant almost

everywhere and cannot be independent of the known ones.

Figure 3.1: A trajectory with initial conditions θ(0) = 0.1 and φ(0) = 0.2 plotted for 0 ≤ t ≤ 200/k on

a generic common level set of the conserved quantities c,m, s and h . The common level set is a 2-torus

parameterized by the polar and azimuthal angles θ and φ and has been plotted for the values c = 1/2, h =

0,m = s = 1 with k = λ = 1. It is plausible that the trajectory is quasi-periodic and dense on the torus so

that any additional conserved quantity would have to be a constant.

Canonical vector fields on M6
S-L : On the phase space, the canonical vector fields (V a

f =

rab0 ∂bf ) associated to conserved quantities, follow from the nilpotent Poisson tensor r0 of

Section 3.1.1. They vanish for the Casimirs (Vc = Vm = 0) while for helicity and the
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Hamiltonian (H = Ek2),

kVh = L2∂L1 − L1∂L2 + S2∂S1 − S1∂S2 and

kVE = S2∂L1 − S1∂L2 +
λ

k
[(S2L3 − L2S3)∂S1 + (S3L1 − S1L3)∂S2 + (S1L2 − S2L1)∂S3 ] .(3.32)

The coefficient of each of the coordinate vector fields in VE gives the time derivative of the

corresponding coordinate (upto a factor of k2 ) and leads to the EOM (2.24). These vector

fields commute, since [VE, Vh] = −V{E,h} .

Conserved quantities for the Euclidean Poisson algebra: As noted, the same Hamilto-

nian (3.1) with the {·, ·}ε PBs leads to the S -L EOM (2.23). Moreover, it can be shown that

c,m, s and h (3.29) continue to be in involution with respect to {·, ·}ε and to commute with

H . Interestingly, the Casimirs (c,m) and non-Casimir conserved quantities (s2, h) exchange

roles in going from the nilpotent to the Euclidean Poisson algebras.

Simplification of EOM using conserved quantities: Using the conserved quantities we

may show that u̇, θ̇ and φ̇ are functions of u = S3/k alone. Indeed, using (3.2) and (2.25)

we get

u̇2 =
Ṡ2

3

k2
= λ2k2ρ2r2 sin2(θ − φ), θ̇ =

L1L̇2 − L̇1L2

L2
1 + L2

2

= −kρ
r

cos(θ − φ)

and φ̇ =
S1Ṡ2 − Ṡ1S2

S2
1 + S2

2

= kmλ+ kλ
ru

ρ
cos(θ − φ). (3.33)

Now r, ρ and θ−φ may be expressed as functions of u and the conserved quantities. In fact,

ρ2 = s2 − u2, r2 = 2c−m2 − 2u

λ
and h =

Tr SL

k2
= −mu+ rρ cos(θ − φ). (3.34)

Thus we arrive at

u̇2 = λ2k2

[
(s2 − u2)

(
2c−m2 − 2u

λ

)
− (h+mu)2

]
= 2λk2χ(u), (3.35)

θ̇ = −k
(

h+mu

2c−m2 − 2u
λ

)
and φ̇ = kmλ+ kλu

(
h+mu

s2 − u2

)
. (3.36)

Moreover, the formula for h in (3.34) gives a relation among u, θ and φ for given values

of conserved quantities. Thus, starting from the 6D S -L phase space and using the four

conservation laws, we have reduced the EOM to a pair of ODEs on the common level set of

conserved quantities. For generic values of the conserved quantities, the latter is an invariant

torus parameterized, say, by θ and φ . Furthermore, u̇2 is proportional to the cubic χ(u) and

may be solved in terms of the ℘ function while θ is expressible in terms of the Weierstrass

ζ and σ functions as shown in Ref. [57].
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3.2.3 Symmetries and associated canonical transformations

Here, we identify the Noether symmetries and canonical transformations (CT) generated by

the conserved quantities. The constant m = −L3/k commutes (relative to {·, ·}ν ) with all

observables and acts trivially on the coordinates Ra and momenta Pb of the mechanical

system.

The infinitesimal CT R3 → R3 + ε corresponding to the cyclic coordinate in Lmech (3.15)

is generated by (ελk/2)(2c − m2) = εk(P3 − 1/λ) (3.12). Lmech is also invariant under

infinitesimal rotations in the R1 -R2 plane. This corresponds to the infinitesimal CT

δRa = εεabRb, δPa = εεabPb for a, b = 1, 2 and δR3 = δP3 = 0, (3.37)

with generator (Noether charge) εk [h+ (λm/2)(2c−m2)]. The additive constants involving

m may of course be dropped from these generators. Thus, while P3 (or equivalently c)

generates translations in R3 , h (up to addition of a multiple of P3 ) generates rotations in

the R1 -R2 plane. In addition to these two point-symmetries, the Hamiltonian (3.14) is also

invariant under an infinitesimal CT that mixes coordinates and momenta:

δRa = 2εPa, δPa = ελ2

[
2

λ

(
P3 −

1

λ

)
− (R2

1 +R2
2)− m2

2

]
Ra for a = 1, 2

while δR3 = ε
[
2P3 − λ(R2

1 +R2
2)
]

and δP3 = 0. (3.38)

This CT is generated by the conserved quantity

εk

[
s2 + 2c + λm

(
h+

(
λm

2

)
(2c−m2)

)]
(3.39)

which differs from s2 by terms involving h and c which serve to simplify the CT by removing

an infinitesimal rotation in the R1 -R2 plane as well as a constant shift in R3 . Here, upto

Casimirs, (3.39) is related to the Hamiltonian via s2 + 2c = (1/k2)(2H − k2/λ2).

The above assertions follow from using the canonical PBs, {Ra, kPb} = δab to compute

the changes δRa = {Ra, Q} etc., generated by the three conserved quantities Q expressed

as:

h = P1R2 − P2R1 −mP3, c =
1

λ

(
P3 −

1

λ

)
+
m2

2
and

s2 =
3∑

a=1

P 2
a + λmεabRaPb −

2

λ
P3 +

λ2

4

(
R2

1 +R2
2

) [
R2

1 +R2
2 −

4

λ

(
P3 −

1

λ

)
+m2

]
+

1

λ2
.(3.40)

3.2.4 Relation of conserved quantities to Noether charges of the

field theory

Here we show that three out of four combinations of conserved quantities (P3, h − m/λ

and H ) are reductions of scalar field Noether charges, corresponding to symmetries under
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translations of φ , x and t . The fourth conserved quantity L3 = −mk arose as a parameter in

(2.20) and is not the reduction of any Noether charge. By contrast, the charge corresponding

to internal rotations of φ does not reduce to a conserved quantity of the RR model.

Under the shift symmetry φ → φ + η of (2.9), the PBs (2.14) preserve their canonical

form as δπ = (1/3)[η, φ′] commutes with φ . This leads to the conserved Noether density

and current

jt = Tr η

(
φ̇

λ
− [φ, φ′]

2

)
and jx = Tr η

(
−φ

′

λ
+

[φ, φ̇]

2

)
. (3.41)

The conservation law ∂tjt + ∂xjx = 0 is equivalent to (2.9) [17]. Taking η ∝ λ , all matrix

elements of Qs =
∫ (

φ̇− (λ/2)[φ, φ′]
)
dx are conserved. To obtain P3 (3.12) as a reduction

of Qs we insert the ansatz (2.20) to get

Qs =

∫
eKxQ̃se−Kx dx where Q̃s = Ṙ− λ

2
[R, [K,R] +mK]. (3.42)

Expanding Q̃s = Q̃s
ata and using the Baker-Campbell-Hausdorff formula we may express

Qs =

∫
(cos kxσ2 − sin kxσ1)

Q̃s
1

2i
dx+

∫
(cos kxσ1 + sin kxσ2)

Q̃s
2

2i
dx+

∫
Q̃s

3

σ3

2i
dx. (3.43)

The first two terms vanish while Q̃s
3 = P3 so that Qs = lP3t3 , where l is the spatial length.

The density (P = Tr φ̇φ′/λ) and current (−E = −(1/2λ) Tr (φ̇2 + φ′2)) (2.13) corre-

sponding to the symmetry x→ x+ ε of (2.9) satisfy ∂tP − ∂xE = 0 or Tr
(
φ̈− φ′′

)
φ′ = 0.

The conserved momentum P = Tr
∫
IJ dx per unit length upon use of (2.22) reduces to

P = Tr

∫
1

λ
eKxṘ ([K,R] +mK) e−Kxdx =

l

λ
Tr

(
S − 1

λ
K

)
L =

lk2

λ

(
h− m

λ

)
. (3.44)

As shown in Section 3.1.1, the field energy per unit length reduces to the RR model Hamil-

tonian (3.1).

Infinitesimal internal rotations φ → φ + θ[n, φ] (for n ∈ su(2) and small angle θ) are

symmetries of (2.11) leading to the Noether density and current:

jt = Tr
(n
λ

[φ, φ̇]− n

3
[φ, [φ, φ′]]

)
and jx = Tr

(
−n
λ

[φ, φ′] +
n

3
[φ, [φ, φ̇]]

)
(3.45)

and the conservation law Tr
(
n
[
φ, φ̈−φ

′′

λ
− [φ̇, φ′]

])
= 0. However, the charges Qrot

n =∫
jt dx do not reduce to conserved quantities of the RR model. This is because the space

of mechanical states is not invariant under the above rotations as K = ikσ3/2 picks out the

third direction.
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3.2.5 Static and circular submanifolds

In general, solutions of the EOM of the RR model (2.23) are expressible in terms of elliptic

functions [57]. Here, we discuss the ‘static’ and ‘circular’ (or ‘trigonometric’) submanifolds

of the phase space where solutions to (2.23) reduce to either constant or circular functions

of time. Interestingly, these are precisely the places where the conserved quantities fail to be

independent as will be shown in Section 3.2.6.

Static submanifolds

By a static solution on the L-S phase space we mean that the six variables La and Sb are

time-independent. We infer from (2.24) that static solutions occur precisely when S1 = S2 =

0 and S3L2 = S3L1 = 0. These conditions lead to two families of static solutions Σ3 and

Σ2 . The former is a 3-parameter family defined by S1,2,3 = 0 with the La being arbitrary

constants. The latter is a 2-parameter family where L3 and S3 are arbitrary constants while

L1,2 = S1,2 = 0. We will refer to Σ2,3 as ‘static’ submanifolds of M6
S-L . Their intersection is

the L3 axis. Note however, that the ‘extra coordinate’ R3(t) corresponding to such solutions

evolves linearly in time, R3(t) = R3(0) + (S3 + k/λ)t .

The conserved quantities satisfy interesting relations on Σ2 and Σ3 . On Σ2 we must have

h = ∓sgn(k) ms and c = m2/2 ± sgn(k) s/λ with s ≥ 0 where the signs correspond to the

two possibilities S3 = ±s|k| . Similarly, on Σ3 we must have s = h = 0 with 2c −m2 ≥ 0.

While Σ3 may be regarded as the pre-image (under the map introduced in Section 3.2.2) of

the submanifold s = 0 of the space of conserved quantities Q , Σ2 is not the inverse image

of any submanifold of Q . In fact, the pre-image of the submanifold of Q defined by the

relations that hold on Σ2 also includes many interesting nonstatic solutions that we shall

discuss elsewhere.

Circular or Trigonometric submanifold

As mentioned in Section 3.2.2 the EOM may be solved in terms of elliptic functions [57]. In

particular, since from (4.11) u̇2 = 2λk2χ(u), u oscillates between a pair of adjacent zeros of

the cubic χ , between which χ > 0. When the two zeros coalesce u = S3/k becomes constant

in time. From (2.24) this implies S1L2 = S2L1 , which in turn implies that tan θ = tanφ or

θ − φ = nπ for an integer n . Moreover, ρ, r and θ̇ = φ̇ become constants as from (3.36),

they are functions of u . Thus the EOM for S1 = kρ cosφ and S2 = kρ sinφ simplify to

Ṡ1 = −φ̇S2 and Ṡ2 = φ̇S1 with solutions given by circular functions of time. The same

holds for L1 = kr cos θ and L2 = kr sin θ as L̇1 = kS2 and L̇2 = −kS1 (2.24). Thus,

we are led to introduce the circular submanifold of the phase space as the set on which

solutions degenerate from elliptic to circular functions. In what follows, we will express it

as an algebraic subvariety of the phase space. Note first, using (2.25), that on the circular

submanifold

θ̇ = φ̇ = (−1)n+1kρ

r
= −kS1

L1

= −kS2

L2

. (3.46)
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Thus EOM on the circular submanifold take the form

L̇3 = Ṡ3 = 0, L̇1 = kS2, L̇2 = −kS1, Ṡ1 =
kS2

2

L2

and Ṡ2 = −kS
2
1

L1

. (3.47)

The nonsingular nature of the Hamiltonian vector field VE ensures that the above quotients

make sense. Interestingly, the EOM (2.24) reduce to (3.47) when S and L satisfy the

following three relations

Ξ1 : (S × L)3 = 0, Ξ2 : −λL1(S × L)2 = kS2
1 and Ξ3 : λL2(S × L)1 = kS2

2 . (3.48)

Here (S × L)3 = S1L2 − S2L1 etc. The conditions (3.48) define a singular subset C̄ of the

phase space. C̄ may be regarded as a disjoint union of the static submanifolds Σ2 and Σ3 as

well as the three submanifolds C , C1 and C2 of dimensions four, three and three, defined by:

C : S1 6= 0, S2 6= 0, Ξ1 and either Ξ2 or Ξ3,

C1 : S1 = 0, S2 6= 0, L1 = 0 and Ξ3

and C2 : S1 6= 0, S2 = 0, L2 = 0 and Ξ2. (3.49)

C1 , C2 , Σ2 and Σ3 lie along boundaries of C . The dynamics on C (where L1,2 and S1,2

are necessarily nonzero) is particularly simple. We call C the circular submanifold, it is an

invariant submanifold on which S and L are circular functions of time. Indeed, to solve (3.47)

note that the last pair of equations may be replaced with L̇1/L1 = Ṡ1/S1 and L̇2/L2 = Ṡ2/S2

which along with S1L2 = S2L1 implies that S1,2 = αL1,2 for a constant α > 0. Thus we

must have Ṡ1 = kαS2 and Ṡ2 = −kαS1 with the solutions

S1/k = A sin(kαt) +B cos(kαt) and S2/k = −B sin(kαt) + A cos(kαt). (3.50)

A and B are dimensionless constants of integration. As a consequence of Ξ2 or Ξ3 (3.48),

the constant values of L3 = −km and S3 = uk must satisfy the relation u = −α(α+λm)/λ .

The other conserved quantities are given by

c =
1

2

(
m2 +

A2 +B2

α2
− 2α(α + λm)

λ2

)
, h =

A2 +B2

α
+
αm(α + λm)

λ
and

s2 = A2 +B2 +
α2(α + λm)2

λ2
. (3.51)

Though we do not discuss it here, it is possible to show that these trigonometric solutions

occur precisely when the common level set of the four conserved quantities is a circle as

opposed to a 2-torus. Unlike Σ2 and Σ3 , the boundaries C1 and C2 are not invariant under

the dynamics. The above trajectories on C can reach points of C1 or C2 , say when S1 or S2

vanishes. On the other hand, in the limit A = B = 0 and α 6= 0, the above trigonometric

solutions reduce to the Σ2 family of static solutions. What is more, Σ2 lies along the common

boundary of C1 and C2 . Finally, when A , B and α are all zero, S1, S2 and S3 must each

vanish while L1, L2 and L3 are arbitrary constants. In this case, the trigonometric solutions

reduce to the Σ3 family of static solutions.
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3.2.6 Independence of conserved quantities and singular subman-

ifolds

We wish to understand the extent to which the above four conserved quantities are indepen-

dent. We say that a pair of conserved quantities, say f and g , are independent if df and

dg are linearly independent or equivalently if df ∧ dg is not identically zero. Similarly, three

conserved quantities are independent if df ∧ dg ∧ dh 6≡ 0 and so on. In the present case, we

find that the pairwise, triple and quadruple wedge products of dc, dh, dm and ds2 do not

vanish identically on the whole L-S phase space. Thus the four conserved quantities are

generically independent. However, there are some ‘singular’ submanifolds of the phase space

where these wedge products vanish and relations among the conserved quantities emerge.

This happens precisely on the static submanifolds Σ2,3 and C̄ which includes the circular

submanifold and its boundaries discussed in Section 3.2.5.

A related question is the independence of the canonical vector fields obtained through

contraction of the 1-forms with the (say, nilpotent) Poisson tensor r0 . The Casimir vector

fields Vc and Vm are identically zero as dc and dm lie in the kernel of r0 . Passing to the sym-

plectic leaves M4
cm , we find that the vector fields corresponding to the non-Casimir conserved

quantities VE and Vh are generically linearly independent. Remarkably, this independence

fails precisely where M4
cm intersects C̄ .

Conditions for pairwise independence of conserved quantities

The 1-forms corresponding to our four conserved quantities are

k2ds2 = 2SadSa, k2dc = LadLa +
k

λ
dS3, −k dm = dL3 and k2dh = SadLa + LadSa.

(3.52)

None of the six pairwise wedge products is identically zero:

k4

2
ds2 ∧ dh = SaSbdSa ∧ dLb +

1

2
(SaLb − SbLa)dSa ∧ dSb,

k3

2
dm ∧ ds2 = SadSa ∧ dL3

k3dm ∧ dh = SadLa ∧ dL3 + LadSa ∧ dL3, k3dc ∧ dm = LadL3 ∧ dLa +
k

λ
dL3 ∧ dS3

k4

2
ds2 ∧ dc = SaLbdSa ∧ dLb +

kSa
λ
dSa ∧ dS3

k4dh ∧ dc =
1

2
(SaLb − SbLa)dLa ∧ dLb −

∑
b6=3

LaLbdLa ∧ dSb +
kLa
λ
dSa ∧ dS3

+

(
kSa
λ
− LaL3

)
dLa ∧ dS3. (3.53)

Though no pair of conserved quantities is dependent on M6
S-L , there are some relations

between them on certain submanifolds. For instance, ds2 ∧ dh = ds2 ∧ dm = 0 on the 3D

submanifold Σ3 (where s = 0) while dh ∧ dm = 0 on the curve defined by S1,2 = L1,2,3 = 0

where h = m = 0. Similarly, ds2 ∧ dc = 0 on both these submanifolds where s = 0 and
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λ2c2 = k2s2 respectively. Moreover, dh ∧ dc = 0 on the curve defined by S1,2 = L1,2 =

L2
3− kS3/λ = 0 where k2h2 = λ2c3 . However, the dynamics on each of these submanifolds is

trivial as each of their points represents a static solution. On the other hand, the Casimirs

m and c are independent on all of M6
S-L provided 1/λk2 6= 0.

Conditions for relations among triples of conserved quantities:

The four possible wedge products of three conserved quantities are given below.

k5

2
dh ∧ ds2 ∧ dm = SaSbdSa ∧ dLb ∧ dL3 +

1

2
(SaLb − SbLa)dSa ∧ dSb ∧ dL3

k6

2
ds2 ∧ dh ∧ dc =

1

2
Sa(SbLc − ScLb)dSa ∧ dLb ∧ dLc + (S1L2 − S2L1)

k

λ
dS1 ∧ dS2 ∧ dS3

+

[
(SaL3 − S3La)Lc −

SaSck

λ

]
dSa ∧ dS3 ∧ dL3

+
∑
a,b 6=3

1

2
(SaLb − SbLa)LcdSa ∧ dSb ∧ dLc

k5

2
dm ∧ ds2 ∧ dc = SaLbdSa ∧ dL3 ∧ dLb +

kSa
λ
dSa ∧ dL3 ∧ dS3

k5dm ∧ dh ∧ dc = (S2L1 − S1L2)dL1 ∧ dL2 ∧ dL3 +

(
kSa
λ
− LaL3

)
dLa ∧ dL3 ∧ dS3

−
∑
b6=3

LaLbdLa ∧ dL3 ∧ dSb +
kLa
λ
dSa ∧ dL3 ∧ dS3. (3.54)

It is clear that none of the triple wedge products is identically zero, so that there is no

relation among any three of the conserved quantities on all of M6
S-L . However, as before,

there are relations on certain submanifolds. For instance, ds2 ∧ dm ∧ dc = ds2 ∧ dh ∧ dc =

ds2 ∧ dh ∧ dm = 0 on both the static submanifolds Σ3 and Σ2 of Section 3.2.5. On Σ2 we

have the three relations s2 = (λ2/4)(2c −m2)2 , λ2(2cs2 − h2)2 = 4s6 and h2 = m2s2 . On

the other hand, dh ∧ dm ∧ dc = 0 only on the static submanifold Σ2 on which the relation

4h2 = λ2m2(2c−m2)2 holds.

Vanishing of four-fold wedge product and the circular submanifold

Finally, the wedge product of all four conserved quantities is

k7

2
dh ∧ ds2 ∧ dm ∧ dc = (S1L2 − S2L1)

[
SbdL1 ∧ dL2 ∧ dL3 ∧ dSb

−k
λ
dS1 ∧ dS2 ∧ dS3 ∧ dL3 − LbdS1 ∧ dS2 ∧ dLb ∧ dL3

]
+

[
SaSbk

λ
+ (LaS3 − SaL3)Lb

]
dSa ∧ dS3 ∧ dLb ∧ dL3.(3.55)

This wedge product is not identically zero on the L-S phase space so that the four conserved

quantities are independent in general. It does vanish, however, on the union of the two static
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submanifolds Σ2 and Σ3 . This is a consequence, say, of ds2∧dm∧dc vanishing on both these

submanifolds. Alternatively, if S1 = S2 = 0, then requiring dh ∧ ds2 ∧ dm ∧ dc = 0 implies

either S3 = 0 or L1 = L2 = 0. Interestingly, the four-fold wedge product also vanishes

elsewhere. In fact, the necessary and sufficient conditions for it to vanish are Ξ1,Ξ2 and Ξ3

introduced in (3.48) which define the submanifold C̄ of the phase space that includes the

circular submanifold C and its boundaries C1,2 and Σ2,3 .

Consequent to the vanishing of the four-fold wedge product dh ∧ ds2 ∧ dm ∧ dc , the

conserved quantities must satisfy a new relation on C which may be shown to be the vanishing

of the discriminant ∆(c,m, s2, h) of the cubic polynomial

χ(u) = u3 − λcu2 −
(
s2 + λhm

)
u+

λ

2

(
2cs2 − h2 −m2s2

)
. (3.56)

The properties of χ help to characterize the common level sets of the four conserved quanti-

ties. In fact, χ has a double zero when the common level set of the four conserved quantities

is a circle (as opposed to a 2-torus) so that it is possible to view C as a union of circular level

sets. Note that ∆ in fact vanishes on a submanifold of phase space that properly contains

C̄ . However, though the conserved quantities satisfy a relation on this larger submanifold,

their wedge product only vanishes on C̄ . The nature of the common level sets of conserved

quantities will be examined in the next Chapter.

Independence of Hamiltonian and helicity on symplectic leaves M4
cm

So far, we examined the independence of conserved quantities on M6
S-L which, however, is a

degenerate Poisson manifold. By assigning arbitrary real values to the Casimirs c and m (of

{·, ·}ν ) we go to its symplectic leaves M4
cm . L1,2 and S1,2 furnish coordinates on M4

cm with

S3(L1, L2) =
λk

2

(
(2c−m2)− 1

k2
(L2

1 + L2
2)

)
and L3 = −mk. (3.57)

The Hamiltonian H = Ek2 (or k2s2 = 2(H − ck2 − k2/2λ2)) and helicity h are conserved

quantities for the dynamics on M4
cm . Here we show that the corresponding vector fields VE

and Vh are generically independent on each of the symplectic leaves and also identify where

the independence fails. On M4
cm , the Poisson tensor r0 is nondegenerate so that VE and Vh

are linearly independent iff dE ∧ dh 6= 0. We find

k5dE ∧ dh = (S1L2 − S2L1) (kdS1 ∧ dS2 + λS3dL1 ∧ dL2)

+
∑
a,b=1,2

(λ(SbL3 − S3Lb)La − kSaSb) dLa ∧ dSb (3.58)

Here S3 and L3 are as in (3.57). Interestingly, the conditions for dE ∧ dh to vanish are

the same as the restriction to M4
cm of the conditions for the vanishing of the four-fold wedge

product dh ∧ ds2 ∧ dm ∧ dc (3.55). It is possible to check that this wedge product vanishes

on M4
cm precisely when S1,2 and L1,2 satisfy the relations Ξ1,Ξ2 and Ξ3 of (3.48), where

S3 (3.57) and L3 = −mk are expressed in terms of the coordinates on M4
cm . Recall from
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Section 3.2.5 that (3.48) is satisfied on the singular set C̄ ⊂ M6
S-L consisting of the union of

the circular submanifold C and its boundaries C1,2 and Σ2,3 . We note in passing that the E

and h when regarded as functions on M6
S-L (rather than M4

cm ) are independent everywhere

except on a curve that lies on the static submanifold Σ2 . In fact, we find that dE ∧ dh
vanishes iff S1,2 = L1,2 = 0 and S2

3 + kS3/λ = L2
3 . Thus, on M4

cm , VE and Vh are linearly

independent away from the set (of measure zero) given by the intersection of C̄ with M4
cm .

For example, the intersections of C with M4
cm are in general 2D manifolds defined by four

conditions among S and L : Ξ1 and Ξ2 (with S1,2 6= 0) as well as the condition (3.57) on

S3 and finally L3 = −mk . This independence along with the involutive property of E and h

allows us to conclude that the system is Liouville integrable on each of the symplectic leaves.

3.3 Stability of classical static solutions

In this section, we discuss the stability of classical static solutions of the RR model. In

Section 3.2.5, we found the static submanifolds Σ2 (S1,2 = L1,2 = 0) and Σ3 (S1,2,3 = 0)

on the L-S phase space of the RR model. Viewed on the R-P phase space, these solutions

are static except for a possible linear time-dependence of R3 (Ṙ3 = S3 + k/λ). Here we

examine the stability of these solutions on the L-S and R-P phase spaces as well as in the

parent scalar field theory. These solutions are in general neutrally stable centers with some

additional flat directions as well as a possible direction of linear growth in time.

3.3.1 Static solutions in the L-S phase space and their stability

Recall that the Hamiltonian of the RR model in the L-S variables is

H =
1

2

[(
S − K

λ

)2

+ L2

]
=

3∑
a=1

S2
a + L2

a

2
+
kS3

λ
+

k2

2λ2
≥ L2

3

2
. (3.59)

Here L3 is a Casimir of the nilpotent Poisson algebra. For each value of L3 = −mk , H

attains its global minimum H = m2k2/2 at a unique ground state which lies on Σ2 :

L1,2 = S1,2 =, 0 L3 = −mk and S3 =
K3

λ
= −k

λ
. (3.60)

When elevated to the canonical R-P phase space each of these ground states corresponds to

a one parameter family of static ground states parametrized by the arbitrary constant value

of R3 , which is a cyclic coordinate in the Hamiltonian (see Eq. (3.14)).

We now examine the stability of all the static solutions on Σ2 by considering the small

perturbations:

L1,2 = 0 + l1,2, L3 = −mk + l3 S1,2 = 0 + s1,2 and S3 = ak + s3. (3.61)
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Notice that, a = −1/λ for this to be a ground state. The linearization of the L-S equations

of motion L̇ = [K,S] and Ṡ = λ[S, L] are

l̇1 = ks2, l̇2 = −ks1, l̇3 = 0, ṡ1 = λk(−ms2 − al2), ṡ2 = λk(al1 +ms1) and ṡ3 = 0.

(3.62)

The directions l3 and s3 are flat and l3 -s3 plane is a plane of fixed points of this linear

system. The remaining variables l1,2 and s1,2 satisfy a homogenous linear system ( ẋ = Ax)

with a nonsingular matrix A . The eigenvalues of A are

± λ± = ±k
√

2aλ−m2λ2 ±mλ
√
−4aλ+m2λ2

√
2

. (3.63)

When m = 0 and a = −1/λ , A may be diagonalized with eigenvalues ±ik , each with

multiplicity two. It is possible to see that ±λ± are imaginary for all values of m and

a . Thus every point of Σ2 is a neutrally stable static solution (a 4D center with two flat

directions).

A similar stability analysis can be done for the static submanifold Σ3 defined by S1,2,3 = 0.

We consider small perturbations around any point of Σ3 :

S1,2,3 = 0 + s1,2,3, L1 = ak + l1, L2 = bk + l2 and L3 = −mk + l3, (3.64)

which lead to the linearized equations

l̇1 = ks2, l̇2 = −ks1, l̇3 = 0, ṡ1 = λk(−ms2 − bs3),

ṡ2 = λk(as3 +ms1) and ṡ3 = λ(bs1 − as2). (3.65)

This system has a three parameter family of fixed points corresponding to s1,2,3 = 0 and li
arbitrary. The dynamics along the flat l3 direction decouples. The coefficient matrix A for

the remaining five equations has a pair of imaginary eigenvalues (±ikλ
√
a2 + b2 +m2 ) with

corresponding imaginary eigenvectors. However, A is a deficient. Its other eigenvalue zero has

algebraic multiplicity 3 but only two linearly independent eigenvectors which are in the l1 and

l2 directions. Linearized equations become simple in the Jordan basis where S−1AS = J . The

Jordan block corresponding to the zero eigenspace can be taken as ((0, 0, 0), (0, 0, 1), (0, 0, 0)).

Each of the above fixed points behaves as a center in two directions with oscillatory time

dependence. In addition, there are three flat directions and one direction with linear growth

in time as in the case of the free particle.

3.3.2 Static solutions in the R-P phase space and their stability

Now, we examine the stability of static solutions in the R-P variables. The equations of

motion of the RR model in terms of R-P variables are

Ṙ1 = kP1 −
λmk

2
R2, Ṙ2 = kP2 +

λmk

2
R1, Ṙ3 = kP3 −

λk

2
(R2

1 +R2
2), kṖ3 = 0,

kṖ1 = −λmk
2

2
P2 −

(
λ2m2k2

4
− λk2P3 + k2

)
R1 −

λ2k2

2
(R2

1 +R2
2)R1, and
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kṖ2 =
λmk2

2
P1 −

(
λ2m2k2

4
− λk2P3 + k2

)
R2 −

λ2k2

2
(R2

1 +R2
2)R2. (3.66)

The static solutions of these equations are a one parameter family in the R-P phase space

with values R1,2 = 0, kP1,2,3 = 0 and R3 an arbitrary constant parameter (same as the

unique ground state in Σ2 ). We consider small perturbations around these static solutions

R1,2 = 0 + r1,2, R3 = R3(0) + r3, kP1,2,3 = 0 + kp1,2,3. (3.67)

This leads to the linearized equations

ṙ1 = kp1 −
λmk

2
r2, ṙ2 = kp2 +

λmk

2
r1, ṙ3 = kp3, kṗ3 = 0,

kṗ1 = −λmk
2

2
p2 −

λ2m2k2

4
r1 − k2r1 and

kṗ2 =
λmk2

2
p1 −

λ2m2k2

4
r2 − k2r2. (3.68)

Using the map between R-P and L-S variables (see Eqs. (2.26) and (3.12)), it is easy to

show that these equations reduce to Eq. (3.62) when S3 = −k/λ or a = −1/λ . The dynamics

in r3 -kp3 subspace decouples (
ṙ3

kṗ3

)
=

(
0 1

0 0

)(
r3

kp3

)
. (3.69)

r3 and kp3 are like the position and momentum of a free particle: p3 is constant and r3

is linear in time. The dynamics in the r1,2 -kp1,2 space is oscillatory corresponding to the

four imaginary eigenvalues ±λ± (with a = −1/λ in Eq.(3.63)). Thus the above fixed points

behave as four dimensional centers with an additional flat direction and a direction of linear

growth in time.

3.3.3 Stability of static continuous waves in the scalar field theory

Here we examine the stability of static ‘continuous waves’ regarded as solutions of the scalar

field theory. These static solutions of the RR model form a one parameter family and are

given by R1,2 = 0, R3 = R3(0) and kP1,2,3 = 0 (see Eq. (3.67)). The corresponding scalar

field configurations

φ0(x, t) = eKxR(t)e−Kx +mKx = R3(0)
σ3

2i
+mKx, (3.70)

are static solutions of the equations of motion φ̈ = φ′′ + λ[φ̇, φ′] . For small perturbations

φ = φ0 + ϕ , the linearized equations of motion reduce to the wave equation ϕ̈ = ϕ′′ . The

latter can be written as a first-order system(
ϕ̇

ψ̇

)
=

(
0 1
∂2

∂x2
0

)(
ϕ

ψ

)
, (3.71)
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which may be regarded as an infinite collection of equations for the Fourier mode ψ̃(l) =∫
e−ilxψ(x)dx . Each Fourier mode evolves independently via the coefficient matrix Al =

((0, 1), (−l2, 0)). For nonzero real l , Al has eigenvalues ±il and ϕ̃(l),ψ̃(l) are oscillatory.

When l = 0, A0 is not diagonalizable and ϕ̃(0), ψ̃(0) are like the position and momentum of

a free particle. Thus perturbations to static solutions of the RR model are oscillatory in time

in all but two directions: ϕ̃(0) is a flat direction while ψ̃(0) displays linear growth in time.

3.3.4 Weak coupling limit of classical continuous waves

In the weak coupling limit λ→ 0, the classical equations of motion of the RR model (2.27)

become

R̈1 = −k2R1, R̈2 = −k2R2 and R̈3 = 0, (3.72)

with the general solution

R1 = A cos kt+B sin kt, R2 = C cos kt+D sin kt and R3 = Et+ F, (3.73)

for constants A, · · · , F . The corresponding continuous wave solutions of the weakly coupled
field equations φtt = φxx for the su(2) valued field φ(x, t) are:

φ(x, t) = eKxR(t)e−Kx +mKx = φa
σa
2i

=
1

2i

(
Et+ F −mkx eikx((C + iA) cos kt+ (D + iB) sin kt)

e−ikx((C − iA) cos kt+ (D − iB) sin kt)) −Et− F +mkx

)
.(3.74)

From this, we have the components of the classical field

φ1 = cos kx(C cos kt+D sin kt)− sin kx(A cos kt+B sin kt),

φ2 = sin kx(C cos kt+D sin kt) + cos kx(A cos kt+B sin kt) and φ3 = Et+ F −mkx.(3.75)

Though these are not travelling waves, φ1,2 are periodic in x and t while φ3 is linear cor-

responding to free particle behaviour in the z -direction, which will be discussed while com-

paring the RR model to an anharmonic oscillator in Section 5.2. These continuous waves are

not localized like solitons but shaped like a screw with axis along the third internal direction.

In fact, they have a constant energy density

E =
1

2λ
Tr (φ̇2 + φ′2) =

1

2λ
(E2 + k2(A2 +B2 + C2 +D2 +m2)). (3.76)

Thus we propose the name ‘screwons’ for these weak coupling continuous waves and their

nonlinear counterparts.



Chapter 4

Phase space structure and

action-angle variables

In this chapter, we discuss the phase-space structure, dynamics and a set of action-angle

variables for the Rajeev-Ranken model. This chapter is based on [39]. A brief outline of the

results obtained in this chapter was given in Section 1.2. Here we begin with a more detailed

summary of the results in each section and briefly mention the methods adopted.

In Section 4.1, we use the conserved quantities c,m, s and h of the model to reduce the

dynamics to their common level sets. To begin with, in Section 4.1.1, assigning numerical

values to the Casimirs c and m of the nilpotent Poisson algebra (see Section 3.1.1), enables

us to reduce the 6D degenerate Poisson manifold of the S -L variables (M6
S-L ) to its nonde-

generate 4D symplectic leaves M4
cm . We also find Darboux coordinates on M4

cm and use them

to obtain a Lagrangian. Next, assigning numerical values to energy E , we find the generically

3D energy level sets ME
cm and use Morse theory to discuss the changes in their topology as

the energy is varied (see Section 4.1.4). In Section 4.1.2 we consider the common level sets

M sh
cm of all four conserved quantities and argue that they are generically diffeomorphic to

2-tori. This is established by showing that they admit a pair of commuting tangent vector

fields (the canonical vector fields VE and Vh associated to the conserved energy and helicity

h) that are linearly independent away from certain singular submanifolds. Section 4.1.3 is

devoted to a systematic identification of all common level sets of the conserved quantities

c,m, s and h . We find that the condition for a common level set to be nonempty is the

positivity of a cubic polynomial χ(u), which also appears in the nonlinear evolution equation

u̇2 = 2λk2χ(u) for u = S3/k . Each common level set of conserved quantities may be viewed

as a bundle over a band of latitudes of the S -sphere (~S · ~S = s2k2), with fibres given by a pair

of points that coalesce along the extremal latitudes (which must be zeros of χ) (see Fig. 4.1).

By analyzing the graph of the cubic χ (see Fig. 4.2) we show that the common level sets

are compact and connected and can only be of four types: 2-tori (generic), horn tori, circles

and single points (nongeneric). The nongeneric common level sets arise as limiting cases of

2-tori when the major and minor radii coincide, minor radius shrinks to zero or when both

shrink to zero.

32
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In Section 4.2, we study the dynamics on each type of common level set. The union

of single point common level sets comprises the static subset: it is the union of a 2D and

a 3D submanifold (Σ2 and Σ3 ) of phase space. In Section 4.2.1, we discuss the 4D union

C of all circular level sets. Circular level sets arise when χ has a double zero at a non

polar latitude of the S -sphere. On C , solutions reduce to trigonometric functions, the wedge

product dh∧ ds2 ∧ dm∧ dc vanishes and the conserved quantities satisfy the relation ∆ = 0,

where ∆ is the discriminant of χ . Geometrically, C may be realized as a circle bundle over

a 3D submanifold QC of the space of conserved quantities. Finally, we find a set of canonical

variables on C comprising the two Casimirs c and m and the action-angle pair −kh and

θ = arctan(L2/L1).

In Section 4.2.2, we examine the 4D union H̄ of horn toroidal level sets. It may be viewed

as a horn torus bundle over a 2D space of conserved quantities. Horn tori arise when the

cubic χ(u) is positive between a simple zero and a double zero at a pole of the S -sphere.

Solutions to the EOM degenerate to hyperbolic functions on H̄ and every trajectory is a

homoclinic orbit which starts and ends at the center of a horn torus (see Fig. 4.3). As a

consequence, the dynamics on H̄ is not Hamiltonian, though we are able to express it as

a gradient flow, thus providing an example of a lower-dimensional gradient flow inside a

Hamiltonian system. Interestingly, though the conserved quantities are functionally related

on horn tori, the wedge product dh ∧ ds2 ∧ dm ∧ dc is nonzero away from their centers.

In Section 4.2.3, we discuss the 6D union T of 2-toroidal level sets, which may be realized

as a torus bundle over the subset ∆ 6= 0 of the space of conserved quantities. We use two

patches of the local coordinates c,m, h, s, θ and u to cover T . The solutions of the EOM

are expressed in terms of elliptic functions and the trajectories are generically quasi-periodic

on the tori (see Fig 4.4). By inverting the Weierstrass-℘ function solution for u , we discover

one angle variable. Next, by imposing canonical Poisson brackets, we arrive at a system

of PDEs for the remaining action-angle variables, which remarkably reduce to ODEs. The

latter are reduced to quadrature allowing us to arrive at a fairly explicit formula for a family

of action-angle variables. In an appropriate limit, these action-angle variables are shown to

degenerate to those on the circular submanifold C .

4.1 Using conserved quantities to reduce the dynamics

In this section, we discuss the reduction of the six-dimensional S -L phase space (M6
S-L ) by

successively assigning numerical values to the conserved quantities c,m, s and h . For each

value of the Casimirs c and m we obtain a four-dimensional manifold M4
cm with nondegen-

erate Poisson structure, which is expressed in local coordinates along with the equations of

motion. Next, we identify the (generically three-dimensional) constant energy submanifolds

ME
cm ⊂ M4

cm , where E is a function of s and c (see Eq. (3.30)). Moreover, we use Morse

theory to study the changes in topology of M cm
E with changing energy. Finally, the conserva-

tion of helicity h allows us to reduce the dynamics to generically two-dimensional manifolds

M sh
cm , which are the common level sets of all four conserved quantities. By analysing the
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nature of the canonical vector fields VE and Vh , the latter are shown to be 2-tori in general.

We also argue that there cannot be any additional independent integrals of motion. Though

the common level sets of all four conserved quantities M sh
cm are generically 2-tori, there are

other possibilities. We show that M sh
cm has the structure of a bundle over a portion of the

sphere Tr S2 = s2k2 , determined by the zeros of a cubic polynomial χ(u). By analyzing the

possible graphs of χ we show that M sh
cm is compact, connected and of four possible types:

tori, horn tori, circles and points. In another words, we found all possible types of common

level sets of conserved quantities of the RR model.

4.1.1 Using Casimirs c and m to reduce to 4D phase space M 4
cm

4.1.1.1 Symplectic leaves M4
cm and energy and helicity vector fields

The common level sets of the Casimirs c and m are the four-dimensional symplectic leaves

M4
cm
∼= R4 of the phase space M6

S-L . On M4
cm , the Poisson tensor rab corresponding to the

nilpotent Poisson algebra (3.2) is nondegenerate and may be inverted to obtain the symplectic

form ωab . In Cartesian coordinates ξa = (L1, L2, S1, S2),

rab = ik

(
0 σ2

σ2 −λmσ2

)
and ωab = (r−1)ab = − i

k

(
mλσ2 σ2

σ2 0

)
. (4.1)

This symplectic form ω = (1/2)ωabdξ
a∧dξb is the exterior derivative of the canonical 1-form

α = −(1/2)ωabξ
bdξa . Expressing helicity h (3.29) and E (3.30) as functions on M4

cm by

eliminating

S3(L1, L2) =
λk

2

((
2c−m2

)
− 1

k2
(L2

1 + L2
2)

)
and L3 = −mk (4.2)

we obtain the helicity and Hamiltonian vector fields on M4
cm :

kVh = L2∂L1 − L1∂L2 + S2∂S1 − S1∂S2 and

kVE = S2∂L1 − S1∂L2 −
[
λ
S3L2

k
+ λmS2

]
∂S1 +

[
λ
S3L1

k
+ λmS1

]
∂S2 . (4.3)

Since E and h commute, ω(VE, Vh) = {E, h} = 0. It is notable that Vh is nonzero except

at the origin (S1,2 = L1,2 = 0), while VE vanishes at the origin and on the circle (L2
1 +L2

2 =

k2(2c −m2), S1,2 = 0). The points where VE and Vh vanish turn out be the intersection of

M4
cm with the static submanifolds

Σ2 = {~S, ~L | S1,2 = L1,2 = 0} and Σ3 = {~S, ~L | ~S = 0} (4.4)

introduced in Section 3.2.5, where S and L are time-independent. The points where VE
vanish will be seen in Section 4.1.4 to be critical points of the energy function.
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4.1.1.2 Darboux coordinates on symplectic leaves M4
cm

Since M4
cm
∼= R4 it is natural to look for global canonical coordinates. In fact, the canonical

coordinates (Ra, kPb) on the six-dimensional phase space M6
R-P (see Section 3.1.3) restrict

to Darboux coordinates on M4
cm :

kRa = −εabLb and kPa = Sa +
λm

2
La for a, b = 1, 2 (4.5)

with {Ra, kPb} = δab and {Ra, Rb} = {Pa, Pb} = 0. The Hamiltonian is a quartic function

in these coordinates:

H

k2
=
P 2

1 + P 2
2

2
+
λm

2
(R1P2−R2P1)+

λ2

8
(R2

1+R2
2)
(
R2

1 +R2
2 + 3m2 − 4c

)
+
λ2

8
(2c−m2)2+c+

1

2λ2
.

(4.6)

The equations of motion resulting from these canonical Poisson brackets and Hamiltonian

are cubically nonlinear ODEs. In fact, for a = 1, 2:

k−1Ṙa = Pa −
λm

2
εabRb and k−1Ṗa = −λm

2
εabPb −

λ2

4

(
3m2 − 4c + 2RbRb

)
Ra. (4.7)

A Lagrangian Lcm(R, Ṙ), leading to these equations of motion can be obtained by extremizing

kPaṘa −H with respect to P1 and P2 :

Lcm =
1

2

(
Ṙ1

2
+ Ṙ2

2 − λmk(R1Ṙ2 −R2Ṙ1)
)
− λ2k2

8
(R2

1 +R2
2)
(
R2

1 +R2
2 + 2m2 − 4c

)
−k2

(
λ2

8
(2c−m2)2 + c +

1

2λ2

)
. (4.8)

4.1.2 Reduction to tori using conservation of energy and helicity

So far, we have chosen (arbitrary) real values for the Casimirs c and m to arrive at the

reduced phase space M4
cm . Now assigning numerical values to the Hamiltonian H = Ek2 we

arrive at the generically three-dimensional constant energy submanifolds ME
cm which foliate

M4
cm . It follows from the formula for the Hamiltonian (3.30) that each of the Sa is bounded

above in magnitude by |k|s =
√

2k2(E − c− 1/2λ2). Moreover, ME
cm is closed as it is the

inverse image of a point. Thus, constant energy manifolds are compact. Interestingly, the

topology of ME
cm can change with energy: this will be discussed in Section 4.1.4. In addition

to the Hamiltonian and Casimirs c and m , the helicity hk2 = Tr SL is a fourth (generically

independent) conserved quantity (see Section 3.2.2). Thus each trajectory must lie on one of

the level surfaces MEh
cm of h that foliate ME

cm . Note that since s ≥ 0 is uniquely determined

by E (and vice versa), the level sets of the conserved quantities MEh
cm and M sh

cm are in 1-1

correspondence and we will use the two designations interchangeably.

We will see in Section 4.1.2.1 that these common level sets of conserved quantities MEh
cm

are generically 2-tori, parameterized by the angles θ and φ which (as shown in Section 3.2.2)
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evolve according to

θ̇ = −k
(

h+mu

2c−m2 − 2u/λ

)
and φ̇ = kmλ+ kλu

(
h+mu

s2 − u2

)
. (4.9)

Here, u = S3/k is related to θ and φ via helicity hk2 = Tr SL and other conserved

quantities (3.29) √
(s(E, c)2 − u2) (2c−m2 − 2u/λ) cos(θ − φ) = h+mu. (4.10)

In other words, the components V θ
E = θ̇/k2 and V φ

E = φ̇/k2 of the Hamiltonian vector field

VE = V θ
E∂θ +V φ

E ∂φ are functions of u alone. Though the denominators in (4.9) could vanish,

the quotients exist as limits, so that VE is nonsingular on M sh
cm . Interestingly, as pointed out

in [57], u evolves by itself as we deduce from (2.23):

u̇2 = λ2k2ρ2r2 sin2(θ − φ) = λ2k2

[
(s2 − u2)

(
2c−m2 − 2u

λ

)
− (h+mu)2

]
= 2λk2χ(u).

(4.11)

This cubic χ(u) will be seen to play a central role in classifying the invariant tori in Section

4.1.3. The substitution u = av + b , reduces this ODE to Weierstrass normal form

v̇2 = 4v3 − g2v − g3, where a = 2/k2λ and b = cλ/3, (4.12)

with solution v(t) = ℘(t+ α; g2, g3). Here, the Weierstrass invariants are:

g2 =
k4λ2

3
(3λhm+λ2c2 +3s2), g3 =

k6λ4

108
(27h2 +18λcmh+4λ2c3−36cs2 +27m2s2). (4.13)

Thus we obtain

u(t) =
2

k2λ
℘(t+ α) +

cλ

3
, (4.14)

which oscillates periodically in time between umin and umax , which are neighbouring zeros

of χ between which χ is positive. Choosing α fixes the initial condition, with its real part

fixing the origin of time. In particular, if α = ωI (the imaginary half-period of ℘), then

u(0) = umin . On the other hand, u(0) = umax if α = ωR + ωI , where ωR is the real half-

period. The formula (4.14) will be used in Section 4.2.3 to find a set of action-angle variables

for the system.

4.1.2.1 Reduction of canonical vector fields to M sh
cm and its topology

In this section, we use the coordinates (s2, h, θ, φ) to show that the canonical vector fields

VE and Vh are tangent to the level sets M sh
cm , which are shown to be compact connected

Lagrangian submanifolds of the symplectic leaves M4
cm . Moreover, VE and Vh are shown to

be generically linearly independent and to commute, so that M sh
cm are generically 2-tori.
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On M4
cm , the coordinates (s2, h, θ, φ) (as opposed to (L1, L2, S1, S2)) are convenient since

the common level sets M sh
cm ⊂ M4

cm arise as intersections of the s2 and h coordinate hyper-

planes. The remaining variables θ and φ furnish coordinates on M sh
cm . The Poisson tensor

on M4
cm in these coordinates has a block structure, as does the symplectic form:

rab =
1

k

(
0 α

−αt β

)
and ωab = k

(
−γ −δt
δ 0

)
, (4.15)

where α, β, γ and δ are the dimensionless 2× 2 matrices:

α =

(
−2θ̇
k

−2φ̇
k

1 1

)
, β = −isθφ

rρ
σ2, γ =

(
−αt

)−1
βα−1 = − β

detα

and δ = α−1 =
1

detα

(
1 2φ̇

k

−1 −2θ̇
k

)
with detα = k2

√
det r =

−2

k

(
θ̇ − φ̇

)
.(4.16)

Here sθφ = sin(θ − φ) and θ̇ and φ̇ are as in (4.9), subject to the relation (4.10). From

(3.29), it follows that ρ and r may be expressed in terms of s2, h, θ and φ , by solving the

pair of equations

h = rρ cθφ −
λm

2

(
2c− (r2 +m2)

)
and s2 = ρ2 +

λ2

4

(
2c− (r2 +m2)

)2
. (4.17)

Here cθφ = cos(θ − φ). In these coordinates, Vh and VE (4.3) have no components along ∂s
or ∂h :

kVh = −(∂θ + ∂φ) and kVE = −ρ
r
cθφ∂θ +

(
λm+

λ2r

2ρ
cθφ
(
2c− (r2 +m2)

))
∂φ. (4.18)

Thus, Vh and VE are tangent to M sh
cm . Moreover, the restriction of ω to M sh

cm is seen to

be identically zero as it is given by the θ -φ block in (4.15) so that M sh
cm is a Lagrangian

submanifold. Trajectories on M sh
cm are the integral curves of VE .

To identify the topology of the common level set M sh
cm , it is useful to investigate the linear

independence (over the space of functions) of the vector fields VE and Vh . On M4
cm , ω is

nondegenerate so that VE and Vh are linearly independent iff dE ∧ dh 6= 0. We know that

this wedge product vanishes on M4
cm precisely when S1,2 and L1,2 satisfy the relations (see

Section 3.2.6):

Ξ1 : (S × L)3 = 0, Ξ2 : −λL1(S × L)2 = kS2
1 and Ξ3 : λL2(S × L)1 = kS2

2 . (4.19)

Here (S × L)3 = S1L2 − S2L1 etc., and S3 and L3 are expressed using (4.2). It was

shown in Section 3.2.6 that (4.19) are the necessary and sufficient conditions for the four-fold

wedge product dh ∧ ds2 ∧ dm ∧ dc to vanish on M6
S-L . Moreover, it was shown that this

happens precisely on the singular set C̄ ⊂M6
S-L which consists of the circular/trigonometric

submanifold C and its boundaries C1,2 and Σ2,3 . Thus, VE and Vh are linearly independent

away from the set (of measure zero) given by the intersection of C̄ with M4
cm . [For given
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c and m , the intersection of C with M4
cm is in general a two-dimensional manifold defined

by four conditions among the six variables ~S and ~L : Ξ1 and Ξ2 (with S1,2 6= 0) as well

as the conditions in Eq. (4.2).] Furthermore, since E and h Poisson commute, [VE, Vh] =

−V{E,h} = 0. So, as long as we stay away from these singular submanifolds, VE and Vh
are a pair of commuting linearly independent vector fields tangent to M sh

cm (see Lemma 1

in Chapter 10 of [5]). Additionally, we showed at the beginning of Section 4.1.2 that the

energy level sets ME
cm ⊂ M4

cm are compact manifolds. Now, M sh
cm must also be compact as

it is a closed subset of ME
cm (the inverse image of a point). Finally, we will show in Section

4.1.3.4 that M sh
cm is connected. Thus, for generic values of the conserved quantities, M sh

cm is

a compact, connected surface with a pair of linearly independent tangent vector fields. By

Lemma 2 in Chapter 10 of [5], it follows that the common level sets of conserved quantities

M sh
cm are generically diffeomorphic to 2-tori.

We observed in Section 3.2.2 that a generic trajectory on a 2-torus common level set

M sh
cm is dense (see Figs. 3.1 and 4.4). This implies that any additional continuous conserved

quantity would have to be constant everywhere on the torus and cannot be independent of

the known ones. Thus, we may rule out additional independent conserved quantities.

4.1.3 Classifying all common level sets of conserved quantities

In Section 4.1.2 we showed that the common level sets of the conserved quantities c,m, s and

h are generically 2-tori. However, this leaves out some singular level sets. These nongeneric

common level sets occur when the conserved quantities fail to be independent and also

correspond to the degeneration of the elliptic function solutions (4.14) to hyperbolic and

circular functions. Here, we use a geometro-algebraic approach to classify all common level

sets and show that there are only four possibilities: 2-tori, horn tori, circles and single points.

Interestingly, the analysis relies on the properties of the cubic χ(u) that arose in the equation

of motion for u (4.11).

4.1.3.1 Common level sets as bundles and the cubic χ

We wish to identify the submanifolds of phase space M6
S-L obtained by successively assigning

numerical values to the four conserved quantities s, h, c and m . Not all real values of these

conserved quantities lead to nonempty common level sets. From (3.1), we certainly need

the Hamiltonian H ≥ 0 and s2 ≥ 0. It follows that −s2/2 − 1/2λ2 ≤ c ≤ H/k2 − 1/2λ2 .

However, these conditions are not always sufficient; additional conditions will be identified

below. The situation is analogous to requiring the energy (L2
1/2I1 + L2

2/2I2 + L2
3/2I3 in the

principle axis frame) and square of angular momentum (L2
1 + L2

2 + L2
3) to be non negative

for force-free motion of a rigid body. These two conditions are necessary but not sufficient

to ensure that the angular momentum sphere and inertia ellipsoid intersect.

First, putting SaSa = s2k2 defines a 2-sphere (the ‘S -sphere’) in the S -space as in

Fig. 4.1a. We may regard u (or S3 = ku) for |u| ≤ s as the latitude on the S -sphere
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(a) (b)

Figure 4.1: (a) The S -sphere S2
1 + S2

2 + S2
3 = 14 = s2 for k = 1. For h = 1, c = 2 and λ = 1, only

latitudes below u = S3/k = 1.96 (4.20) are allowed if the L -sphere and L -plane are to intersect. However,

if we take m = −1, the upper bound u ≤ (λ/2)(2c −m2) following from L2
1 + L2

2 ≥ 0 and (3.29) further

restricts u to lie below 1.5. Finally, the condition χ ≥ 0 for nonempty fibres restricts u to lie between the

simple zeros umin = −3.46 and umax = 1.49. (b) The L -space above the base point ~S = (3, 2, 1) for the

same values of constants. The L-plane normal to ~S at a distance of 1/
√

14 from (0, 0, 0) is the level set

h = 1. The L -sphere of radius
√

2 (the level set c = 2) intersects the L-plane along the L -circle. The

horizontal L3 -plane (L3 = −m = 1) intersects the L -plane along the L-line. The fibre over ~S is the pair of

points where the L-line intersects the L -circle. The corresponding common level set is a 2-torus as in (C1)

of Section 4.1.3.4.

with u = ±sgn(k)s representing the North (N ) and South (S) poles. At each point on the

S -sphere, the conservation of helicity SaLa = k2h forces ~L to lie on a plane (the ‘L-plane’)

perpendicular to the numerical vector ~S at a distance |hk|/s from the origin of the L-space.

At this point, we have assigned numerical values to s and h , which happen to be Casimirs

of the Euclidean Poisson algebra (3.4). It remains to impose the conservation of c and m .

For each point on the S -sphere, the condition L2
a/2 + kS3/λ = ck2 (3.29) defines an

L-sphere of radius
√

2|k| (c− u/λ)
1
2 in the L-space provided c ≥ u/λ . Since u ≥ −s , the

conserved quantities must be chosen to satisfy c ≥ −s/λ . In fact, this ensures that H ≥ 0

and thus subsumes the latter. The L-sphere and the L-plane intersect along an L-circle

provided the radius of the L-sphere exceeds the distance of the L-plane from the origin, i.e.,

|k|−1 rad(L-sphere) =

√
2
(
c− u

λ

)
≥ |h|

s
= |k|−1 dist(L-plane,0) or u ≤ λ

(
c− h2

2s2

)
.

(4.20)

Thus, for the intersection to be nonempty, depending on the sign of k , ~S must lie below

or above a particular latitude determined by (4.20). Furthermore, since u ≥ −s , we must

choose

c ≥ cmin = −s/λ+ h2/2s2. (4.21)

When the inequality (4.20) is saturated, the L-plane is tangent to the L-sphere and the L-

circle shrinks to a point. In summary, the common level set of the three conserved quantities

s, h and c can be viewed as a sort of fibre bundle with base given by the portion of the

S -sphere lying above or below a given latitude. The fibres are given by L-circles of varying

radii which shrink to a point along the extremal latitude.
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The final conserved quantity Tr KL = mk2 restricts ~L to the horizontal plane L3 =

−mk . For each nonpolar point on the S -sphere, this L3 -plane intersects the above L-plane

along the L-line S1L1 + S2L2 = hk2 +mkS3 (assuming S1, S2 are not both zero). This line

intersects the L-sphere at a pair of points, provided the radius of the L-sphere is greater

than the distance of the L-line from the origin of the L-space, i.e.

|k|−1 rad(L-sphere) =

√
2
(
c− u

λ

)
≥
(
m2 +

(h+mu)2

s2 − u2

) 1
2

= |k|−1 dist(L-line,0). (4.22)

The two points of intersection coincide if the inequality is saturated so that the L-line is

tangent to the L-sphere. Note that inequality (4.22) implies (4.20), provided the L-sphere is

nonempty (c ≥ u/λ). This is geometrically evident since the distance of the L-line from the

origin is bounded below by the distance |kh|/s of the L-plane (which contains the L-line)

from the origin.

Remark: Another way to see that (4.22) implies (4.20) is to note that if g = m2 + ((h+mu)2/(s2 − u2))−
(h2/s2), then

1

k2
dist(L-line,0)2 = m2 +

(h+mu)2

s2 − u2
=
h2

s2
+ g(u) =

1

k2
dist(L-plane,0)2 + g(u). (4.23)

Eq. (4.22) would then imply (4.20), if we can show that g(u) ≥ 0 on the sphere |u| ≤ s . To see this, we

first note that g(u) → +∞ at the poles u = ±s so that it suffices to show that the quadratic polynomial

g̃(u) = g(u)(s2 − u2) is nonnegative for |u| < s . This is indeed the case since the global minimum of g̃(u)

attained at u∗ = −ms2/h is simply zero.

Assuming (4.22) holds, the common level set of all four conserved quantities may be

viewed as a sort of fibre bundle with base given by the part of the S -sphere satisfying (4.22)

and fibres given by either one or a pair of points (this is the case for nonpolar latitudes, see

below for the special circumstance that occurs above the poles). In other words, provided

c ≥ cmin , the ‘base’ space is the part of the S -sphere consisting of all latitudes u lying in the

interval −s ≤ u ≤ min(s, λ(c − h2/2s2)) and satisfying the cubic inequality following from

(4.22)

χ(u) = u3 − λcu2 −
(
s2 + λhm

)
u+

λ

2

(
2cs2 − h2 −m2s2

)
≥ 0. (4.24)

The roots of the cubic equation χ(u) = 0 resulting from the saturation of this inequality

determine the extremal latitudes where the two-point fibres degenerate to a single point

(provided the extremal latitude does not correspond to a pole of the S -sphere). If an extremal

latitude is at one of the poles then χ(±s) = −(λ/2)(h ± ms)2 must vanish there and the

determination of the fibre over the pole is treated below.

Recall that the discriminant ∆ = b2c2−4c3−4b3d−27d2+18bcd of the cubic x3+bx2+cx+d
is the product of squares of differences between its roots. It vanishes iff a pair of roots coincide.
The discriminant of the cubic χ(u) will be useful in the analysis that follows. It is a function
of the four conserved quantities:

∆ = λ4c2
(
s2

λ
+ hm

)2

+ 4λ3

(
s2

λ
+ hm

)3

+ 2λ4c3(2cs2 − h2 −m2s2)− 27

4
λ2(2cs2 − h2 −m2s2)2

+9λ3c

(
s2

λ
+ hm

)
(2cs2 − h2 −m2s2). (4.25)
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4.1.3.2 Fibres over the poles of the S -sphere

At the N and S poles (u = ±sgn(k) s) of the S -sphere, the L-plane (S3L3 = hk2) and

L3 -plane (L3 = −mk) are both horizontal: their intersection does not define an L-line. For

the common level sets of h and L3 to be nonempty, the planes must coincide:

h = ∓m sgn(k) s (4.26)

with upper/lower signs corresponding to the N /S poles. This condition ensures that χ

vanishes at the corresponding pole, implying that it cannot be positive at a physically allowed

pole of the S -sphere.

Now, for the L-sphere to intersect the L3 -plane, its radius must be bounded below by

|mk| :

|k|−1 rad(L-sphere) =
√

2

(
c∓ sgn(k) s

λ

) 1
2

≥ |m| = |k|−1 dist(L3-plane,0). (4.27)

When this inequality is strict, the fibre over the pole is a circle (L-circle) while it is a single

point when the inequality is saturated. Interestingly, in the latter case, the discriminant ∆

(4.25) vanishes, so that the pole must either be a double or triple zero of χ . On the other

hand, when the inequality is strict, χ must have a simple zero at the pole. This structure

of fibres over the poles is in contrast to the two point fibres over the non polar latitudes of

the S -sphere when χ > 0. For example, suppose k = λ = s = 1 and take h = −m = 1 so

that the L3 and L-planes over the N pole (S3 = 1) coincide. These planes intersect the

L-sphere provided c ≥ 3/2 (see (4.27)). Moreover, the fibre over the N pole is a single point

if c = 3/2 and a circle if c > 3/2.

4.1.3.3 Properties of χ and the closed, connectedness of common level sets

We observed in Section 4.1.3.2 that χ must vanish at a physically allowed pole of the S -

sphere and that we must have h = ±m sgn(k) s for this to happen. Here, we investigate the

possible behaviour of χ near a pole, which helps in restricting the allowed graphs of χ . We

find that the sign of χ′ at an allowed pole is fixed and also that the allowed latitudes must

form a closed and connected set. As a consequence, we deduce that some graphs of χ are

disallowed. For example, χ cannot have a triple zero at a nonpolar latitude. We also deduce

that the common level sets must be both closed and connected.

Result 1: Sign of χ′ at a pole which is a simple zero: Suppose χ has a simple zero at

the pole u = ±s with nonempty fibre over it, then χ′(±s) ≶ 0.

Proof of χ′(s) < 0: Suppose h = −ms , so that χ(u) has a simple zero at the pole u = s

with circular fibre over it (see Eq.(4.26)). Then (4.24) implies

χ′(s) = 2s2 − λs(2c−m2). (4.28)
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Suppose χ′(s) > 0, then c < s/λ+m2/2. But in this case, the upper bound on the latitude

u ≤ min[s, λc − λh2/(2s2)] < s so that u = s could not have been an allowed latitude. On

the other hand, if χ′(s) < 0, then u = s is an allowed latitude. Thus, when the N /S pole

for k ≷ 0 is a simple zero of χ with nonempty fibre, it is always surrounded by other allowed

latitudes. In particular, the north poles in Fig. 4.2g, j and k are not allowed latitudes, while

they are in Fig. 4.2c and h.

Proof of χ′(−s) > 0: On the other hand, suppose h = ms so that χ has a simple zero

at u = −s with nonempty fibre. Suppose χ′(−s) < 0, then as before (4.24) implies c <

−s/λ + m2/2 ≤ cmin which violates (4.21). Thus χ′(−s) must be positive. In other words,

when the pole u = −s is a simple zero of χ with nonempty fibre, it must be surrounded by

other allowed latitudes. So the poles cannot be simple zeros unless the neighbouring latitudes

are allowed. In particular, the south poles in Fig. 4.2d, h, i and j are allowed latitudes.

Result 2: Set of allowed latitudes and common level set must be closed: The

conserved quantities c,m, s and h define continuous functions (quadratic in S and L) from

the phase space M6
S-L to the four-dimensional space Q of conserved quantities (which is

a subset of R4 consisting of the 4-tuples (c,m, h, s) subject to the conditions s ≥ 0 and

c ≥ cmin (4.21)). Each of their common level sets must be a closed subset of M6
S-L as it is

the inverse image of a point in Q . We may use this to deduce that χ cannot approach a

positive value at a pole. We have already observed that if a pole is an allowed latitude then

χ must vanish there. On the other hand, suppose a pole P is not an allowed latitude but χ

is positive in a neighbourhood of P . Then the set of allowed latitudes would be an open set

and so would the common level set. In particular, χ cannot have (i) only one simple zero on

the S -sphere and be nonvanishing elsewhere (as in Fig. 4.2n) (ii) three simple zeros between

the poles (see Fig. 4.2m) (iii) a double zero and a simple zero between the poles (iv) a triple

zero at a nonpolar latitude (v) two simple zeros between the poles with χ > 0 at the poles

(as in Fig. 4.2o) or (vi) a double zero between the poles with χ > 0 at the poles.

Common level set of conserved quantities must be connected: For the common level

set to be disconnected, the set of allowed latitudes on the S -sphere must be disconnected.

The only remaining way that this could happen is for χ to have three distinct simple zeros

on latitudes u ∈ [−s, s] of the S -sphere. Let us show that this is disallowed. Now Result 2

prevents χ from having three simple zeros at nonpolar latitudes. It only remains to consider

the cases where either of the poles is a simple zero of χ . If χ has a simple zero at s , then by

Result 1, χ′(s) < 0. Since χ(∞) =∞ , χ can have at most one more zero on the S -sphere

so that the set of allowed latitudes is connected. On the other hand, suppose χ has a simple

zero at −s , then χ′(−s) > 0 by Result 1. Suppose further that χ has two more simple

zeros −s < u∗ < u∗∗ ≤ s on the S -sphere, then by Result 2, u∗∗ must equal s as otherwise

χ would be positive at the pole u = s as in the disallowed Figs. 4.2m, n and o. So u∗∗ = s

with χ′(s) > 0 as in Fig. 4.2j. But in this case, Result 1 forbids u∗∗ from being an allowed

latitude, so that the set of allowed latitudes is again a single interval [−s, u∗] .
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Triple zeros of χ: For χ(u) (4.24) to have a triple zero, i.e., to be of the form (u − z)3 ,

we must have z = λc/3 and the conserved quantities must satisfy two conditions:

c2 = −3

λ

(
hm+

s2

λ

)
and 2λ2c3 = −27(2cs2 − h2 −m2s2). (4.29)

These conditions define a two-dimensional surface in the space Q of conserved quantities.

Result 2 implies that χ cannot have a triple zero at a nonpolar latitude. On the other hand,

χ can have a triple zero at N or S provided both (4.26) and (4.29) are satisfied. Putting

h = ∓sgn(k)ms in (4.29), the conditions for N or S to be a triple zero become

± 3λ sgn(k) sm2 = λ2c2 + 3s2 and λc = 3s. (4.30)

The first condition implies that χ cannot have a triple zero at S for k > 0 or at N for

k < 0. On the other hand, χ can have a triple zero at N for k > 0 as in Fig. 4.2l.

a-Torus

 = 3

m = 1, h = 2

b-Horn torus

 = 3/2

m = -1, h = 1

c-Torus

 = 3
m = -1, h = 1

d-Torus

 = 1/2

m = 1, h = 1

e-Single point
 = -1/2

m = 1, h = 1

f-Circle

 = 17/8

m = -1/2, h = 2

g-Circle

 = 1
m = -1, h = 1

h-Torus

 = 2

m = 0, h = 0

i-Horn torus
 = 1

m = 0, h = 0

j-Torus
 = 0

m = 0, h = 0

k-Single point

 = -1

m = 0, h = 0

l-Single point

 = 3
m = 2, h = -2

m-Not possible n-Not possible o-Not possible

Figure 4.2: (a) - (l) Plots of the cubic χ(u) for latitudes between the south and north poles −s ≤ u ≤ s

for k = λ = s = 1 and c,m and h as indicated. The physically allowed latitudes with χ ≥ 0 are shaded in

blue. The black dots indicate a single allowed latitude with χ necessarily having zeros of order more than

one. The corresponding common level sets of conserved quantities (see Section 4.1.3.4) are a 2-torus [(a),

(c), (d), (h), (j)], a horn torus [(b), (i)], a circle [(f),(g)], and a single point [(e), (k), (l)]. In (c), (d), (h) and

(j) the fibre over the physically allowed poles (where χ has a simple zero) are circles while they are single

points in (b), (e), (k) (double zero) and (l) (triple zero). In (i) the fibre over the S pole (simple zero) is a

circle and is a point over the N pole (double zero). Similar figures with N and S exchanged arise when

k < 0. Figures (m)-(o) show cases that cannot occur for any set of physically allowed conserved quantities

as a consequence of Result 2.

4.1.3.4 Possible types of common level sets of all four conserved quantities

Here we combine the above results on the connectedness of common level sets, slope of χ

at the poles and on the structure of the fibres over polar and nonpolar latitudes of the S -

sphere to identify all possible common level sets of conserved quantities. There are only four

possibilities: the degenerate or singular level sets (horn tori, circles and single points) and

the generic common level sets (2-tori). These possibilities are distinguished by the location

of roots of χ . They are discussed below and illustrated in Fig 4.2. In (C1)-(C5) below we
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take k > 0 so that u = ±s correspond to the N and S poles. Similar results hold for k < 0

with N and S interchanged.

(C1) For generic values of conserved quantities, χ(u) is positive between two neighbouring

nonpolar simple zeros umin < umax lying in (−s, s) (E.g. k = λ = s = m = 1, h = 2 and

c = 3 as in Fig. 4.2a). The base space of Section 4.1.3 is the portion of the S -sphere lying

between the latitudes umin and umax , with the two-point fibres shrinking to single point fibres

along the extremal latitudes umin and umax . The resulting common level set is homeomorphic

to a pair of finite coaxial cylinders with top as well as bottom edges identified, i.e., a 2-torus.

To visualize the above toroidal common level sets and some of its limiting cases which

follow, it helps to qualitatively relate the separation between zeros of χ to the geometric

parameters of the torus embedded in three dimensions. For instance, the minor diameter

of the torus grows with the distance between umin and umax . Thus, when the simple zeros

coalesce at a double zero, the minor diameter vanishes and the torus shrinks to a circle.

Similarly (for k > 0) the major diameter of the torus grows with the distance between umin

and N . Thus, when umax → N , the major and minor diameters become equal and we expect

the torus to become a horn torus. However, this requires the fibre over N to be a single

point, which is true only when N is a double zero of χ .

(C2) A limit of (C1) where either umin → S or umax → N and χ is positive between

them. For instance, if umax → N and the fibre over N is a single point, then the common

level set is homeomorphic to a horn torus (E.g. λ = k = s = h = 1, m = −1 and c = 3/2 as

in Fig. 4.2b). On the other hand, for c > 3/2 the fibre over N is a circle and we expect the

common level set to be a 2-torus (see Fig. 4.2c). It is as if the circular fibre over the single-

point latitude N plays the role of an extremal circular latitude with single point fibre in (C1),

thus the roles of base and fibre are reversed. Similarly, when umin → S with circular fibre

over S , the common level set is homeomorphic to a 2-torus (E.g. k = λ = s = m = h = 1

and c > −1/2 as in Fig. 4.2d). In the limiting case where c = cmin = −1/2, the two simple

zeros umin and umax merge at S . The fibre over S becomes a single point and the common

level shrinks to a point (see Fig. 4.2e).

(C3) Another limit of (C1) where the roots umin and umax coalesce at a double root

ud ∈ (−s, s) of χ . χ is negative on the S -sphere except along the latitude ud and the

fibre over it is a single point. The discriminant ∆ (4.25) must vanish for this to happen.

The common level set becomes a circle corresponding to the latitude ud . For example, if

k = λ = 1 and s = 1,m = −1/2, h = 2 and c = 17/8, then the equator ud = 0 is the allowed

latitude as shown in Fig. 4.2f. Another example of a circular common level set appears in

Fig. 4.2g. In this case Results 1 and 2 exclude the north pole ensuring the connectedness

of the common level set.

(C4) A limit of (C1) where the simple zeros umin and umax move to S and N respectively,

with χ > 0 in between. In this case, both poles have circular fibres and the common level

set is a 2-torus. This happens, for instance, when c→∞ , irrespective of the values of m,h

and s > 0. Another way for this to happen is for m and h to vanish so that the poles are
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automatically zeros of

χ(u) = u3 − λcu2 − s2u+ λcs2 = (u− s)(u+ s)(u− λc) [for m = h = 0] (4.31)

and to choose c > s/λ to ensure there is no zero in between. Holding s, h and m fixed,

three more possibilities arise as we decrease c . When c = s/λ , χ has a double zero at N
(Fig. 4.2i) with a single point fibre over it and the common level set becomes a horn torus.

For −s/λ < c < s/λ , the third zero of χ moves from N to the latitude u = λc . By Result

1, the allowed latitudes go from u = −s to u = λc (see Fig. 4.2j), and the common level set

returns to being a 2-torus. Finally, when c = cmin = −s/λ , the only allowed latitude (S) is

a double zero and the common level set shrinks to a point (see Fig. 4.2k).

(C5) χ has a zero at just one of the poles and is negative elsewhere on the S -sphere.

The common level set is then a single point. We encountered this as a limiting case of (C2)

where χ has a double zero at S as in Fig. 4.2e. This can also happen when χ is negative

on the S -sphere except for a triple zero at either S (k < 0) or N (k > 0) (see Eq. (4.30)).

For example, when k = λ = s = 1, c = 3,m = 2 and h = −2, χ has a triple zero at N as

in Fig. 4.2l.

4.1.4 Nature of the ‘Hill’ region and energy level sets using Morse

theory

In this section, we study the ‘Hill’ region WE
cm , which we define as the set of points on the

symplectic leaf M4
cm with energy less than or equal to E :

WE
cm = {p ∈M4

cm|H(p) ≤ E}. (4.32)

The H = Ek2 energy level set ME
cm is then the boundary of WE

cm . Taking R1,2 and P1,2

(4.5) as coordinates on M4
cm , we treat the Hamiltonian

H

k2
=
P 2

1 + P 2
2

2
+
λm

2
(R1P2−R2P1)+

λ2

8
(R2

1+R2
2)
(
R2

1 +R2
2 + 3m2 − 4c

)
+
λ2

8
(2c−m2)2+c+

1

2λ2

(4.33)

as a Morse function [48]. The nature of critical points of H depends on the value of 2c−m2 .

There are two types of critical points: (a) an isolated critical point at R1,2 = P1,2 = 0 which

exists for all values of 2c−m2 and (b) a ring of critical points

R2
1 +R2

2 = 2c−m2 with (P1, P2) =
λm

2
(R2,−R1) , (4.34)

which exists only for 2c−m2 > 0 and shrinks to the isolated critical point when 2c−m2 = 0.

The energy at these critical points is

Eiso =
λ2

8
(2c−m2)2 + c +

1

2λ2
and Ering = c +

1

2λ2
. (4.35)

Upon varying c and m , the isolated critical points cover all of the static submanifold Σ2 while

the rings of critical points cover the static submanifold Σ3 . By finding the eigenvalues of the
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Hessian of the Hamiltonian at these critical points, we find that for 2c−m2 < 0 the isolated

critical point G is a local minimum of energy (four +ve eigenvalues). In fact, for 2c−m2 < 0,

the isolated critical point has to be the global minimum of energy as the energy is bounded

below and there are no other extrema of energy. For 2c−m2 > 0, the isolated critical point

becomes a saddle point (two +ve and two -ve eigenvalues) with energy Esad = Eiso . On the

other hand, the ring of critical points are degenerate global minima (three +ve and one zero

eigenvalue). To apply Morse theory, we need the indices of the critical points of H (number

of negative eigenvalues of the Hessian). From the foregoing, we see that the ground state G

has index zero, the saddle point has index two and the degenerate critical points on the ring

may be nominally assigned a vanishing index.

Change in topology of the Hill region: According to Morse theory [48], the topology of

the Hill region can change only at critical points of the Hamiltonian. (a) For 2c −m2 < 0,

there is only one critical point, the global minimum G with index zero and energy EG = Eiso .

Thus, as E increases beyond EG , the Hill region WE
cm goes from being empty to being

homeomorphic to a 4-ball (B4 = {x ∈ R5 with ‖x‖ ≤ 1}) arising from the addition of a

0-cell. (b) For 2c−m2 > 0, there are two critical values of energy Ering < Esad corresponding

to the ring of critical points and the saddle point. The index vanishes along the ring of critical

points, so when E crosses Ering , the Hill region acquires a 3-ball (0-cell) for each point on

the ring corresponding to the 3 positive eigenvalues of the Hessian. Thus WE
cm
∼= B3 × S1

for Ering < E < Esad . The saddle point with E = Esad has index two, so the topology of

WE
cm changes to B4 upon adding a 2-cell to B3 × S1 (the analogous statement in one lower

dimension is that adding a 2-cell to the hole of the solid torus (B2 × S1) gives a B3 ).

Nature of energy level sets: The energy level set ME
cm is the boundary of the Hill region,

i.e. ME
cm = ∂WE

cm . It is a 3-manifold except possibly at the critical energies. Thus for

2c − m2 < 0, ME
cm
∼= ∂B4 ∼= S3 for all energies E > EG . On the other hand, when

2c −m2 > 0 the energy level set undergoes a change in topology from S2 × S1 to S3 as E

crosses Esad .

The energy level sets at the critical values EG, Esad and Ering are exceptional. For given

c and m with 2c −m2 < 0 and E = EG , ME
cm is a single point on Σ2 (the critical point),

since G is the nondegenerate global minimum of energy. When 2c−m2 > 0, E = Esad fixes

s = (λ/2)(2c −m2) leaving a range of possible values of h ∈ (hmin, hmax), whose values are

determined by eliminating u from the conditions χ(u) = χ′(u) = 0. This leads to a three-

dimensional energy level set. MEsad
cm includes one horn torus with its center as the saddle point

for h = hsad as well as a one parameter family of toroidal level sets for hmin < h 6= hsad < hmax

and a pair of circular level sets occurring at hmin and hmax . Interestingly, horn tori arise only

when E = Esad , since s = (λ/2)(2c−m2) is a necessary condition for horn tori (see Section

4.2.2). Thus, the horn torus is a bit like the figure-8 shaped separatrix one encounters in

particle motion in a double well potential. Finally, the E = Ering level manifold consists of a

ring of single point common level sets, each lying on the static submanifold Σ3 . Unlike static

solutions and horn tori, circular and 2-toroidal level sets also arise at noncritical energies.
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4.2 Foliation of phase space by tori, horn tori, circles

and points

For generic allowed values of the conserved quantities c,m, s and h , their common level set

in the M6
S-L phase space is a 2-torus. As noted, this happens when χ has simple zeros along

a pair of latitudes of the S -sphere and is positive between them. However, this 4-parameter

family of invariant tori does not completely foliate the phase space: there are some other

‘singular’ level sets as well: horn tori, circles and points. The union of single-point level sets

is Σ2 ∪ Σ3 (4.4), consisting of static solutions. They occur when χ(u) has a triple zero at

u = s or is a local maximum at a double zero at u = ±s . We will now discuss the other cases

in increasing order of complexity. In each case, we view the union of common level sets of a

given type as the state space of a self-contained dynamical system which has the structure of

a fibre bundle over an appropriate submanifold of the space Q of conserved quantities. The

fibres in each case are circles, horn tori and tori. The dynamics on the union of circles and

tori is Hamiltonian and we identify action-angle variables on them. On the other hand, we

show that the dynamics on the union of horn tori is a gradient flow.

4.2.1 Union C of circular level sets: Poisson structure & action-

angle variables

In this section, we show that the union of circular level sets is the same as the trigonomet-

ric/circular submanifold C (introduced in Section 3.2.5) where the solutions are sinusoidal

functions of time. Local coordinates on C are furnished by c,m, u and θ (or equivalently φ)

and we express the Hamiltonian in terms of them. The Poisson structure on C is degenerate

with c and m generating the center and their common level sets being the symplectic leaves.

While u is a constant of motion, θ evolves linearly in time. We exploit these features to

obtain a set of action-angle variables for the dynamics on C .

4.2.1.1 C as a circle bundle and dynamics on it

As pointed out in example (C3) of Section 4.1.3.4, the common level set of conserved quan-

tities is a circle when the cubic χ(u) (4.24) has a double zero at a nonpolar latitude of

the S -sphere and is negative on either side of it. In this case, the latitude u is restricted

to the location of the double zero. To identify the three-dimensional hypersurface QC in

the four-dimensional space Q of conserved quantities, where χ has a double zero at a non-

polar latitude, we will proceed in two steps. First, we compare the equation χ = 0 with

(u− u2)2(u− u1) = 0 to arrive at the three conditions:

2u2 +u1 = λc, u2
2 +2u2u1 = −

(
s2 + hmλ

)
and −u2

2u1 =
λ

2

(
(2c−m2)s2 − h2

)
. (4.36)
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The first two may be used to express the roots u2 and u1 in terms of conserved quantities:

u±2 = (1/3)
(
λc±

√
λ2c2 + 3(s2 + λhm)

)
and u±1 = λc− 2u2. (4.37)

The third equation in (4.36) then leads to the following conditions among conserved quantities

27λh2 − 36λcs2 + 27λm2s2 + 18λ2chm+ 4λ3c3 = ∓4(3s2 + λ(3hm+ λc2))3/2. (4.38)

Squaring, these conditions are equivalent to ∆ = 0, where ∆ is the discriminant (4.25) of

χ . The three-dimensional submanifold of Q defined by ∆ = 0, however, includes 4-tuples

(c , m , s , h) corresponding to horn toroidal (double zero at the pole u = s) or single-point

(triple zero at u = s or double zero at u = s or −s) common level sets, in addition to circular

level sets. To eliminate the former, we must impose the further conditions u2 6= u1 , |u2| < s

and χ′′(u2) < 0. This last condition, which says u2 < λc/3, selects the roots u1,2 = u−1,2 in

(4.37). These conditions define the three-dimensional hypersurface QC ⊂ Q corresponding

to circular level sets. Now, c,m and s may be chosen as coordinates on QC , with (4.38)

allowing us to express h in terms of them. Interestingly, we find by studying examples,

that for values of c,m and s corresponding to a circular level set, there are generically two

distinct values of h ; so we would need two such coordinate patches to cover QC . The union

of all these circular level sets may be viewed as a sort of circle bundle over QC and forms a

four-dimensional ‘circular’ submanifold C of M6
S-L . As shown in Section 3.2.5 and Section

3.2.6, this circular submanifold along with its boundary coincides with the set where the

four-fold wedge product dh ∧ ds2 ∧ dm ∧ dc vanishes.

The equations of motion (2.23) simplify on the circular submanifold C . Indeed, since

S3 = ku is a constant, Ṡ3 = 0 so that S1/S2 = L1/L2 implying that θ − φ = nπ where

n ∈ Z . As shown in Section 3.2.5, the equations of motion then simplify to

Ṡ1 = −φ̇S2, Ṡ2 = φ̇S1, L̇1 = kS2 and L̇2 = −kS1 (4.39)

with sinusoidal solutions:

S1/k = A sin kωt+B cos kωt and S2/k = A cos kωt−B sin kωt. (4.40)

Here, using (2.25), ω = S1,2/L1,2 = (−1)nρ/r = −φ̇/k = −θ̇/k , which varies with location

on the base QC . It is the nondimensional angular velocity for motion in the circular fibres.

Since ρ and r are positive, (−1)nω = |ω| . Here both θ and φ evolve linearly in time and

the equality of

θ̇ = (−1)n+1kρ

r
and φ̇ = kλ

(
m+ (−1)n

ur

ρ

)
(4.41)

implies that the constant of motion u may be expressed in terms of ω and m :

u = −ω(m+ ω/λ). (4.42)

Remark: If the S -sphere shrinks to a point (s = h = 0) then one still has circular level sets consisting of

latitudes of the L -sphere determined by m , provided 2c ≥ m2 . However, each point on these exceptional

circular level sets is a static solution lying on Σ3 (4.4).



4.2. FOLIATION OF PHASE SPACE 49

4.2.1.2 Canonical coordinates on C

Local coordinates on C : For the analysis that follows, a convenient set of coordinates

on the ‘circle bundle’ C consists of c,m and ω for the base QC and θ for the fibres. The

dynamics on C admits three independent conserved quantities as there is one relation among

c,m, s and h following from (4.38). Since the common level sets of the conserved quantities

on C are circles, rather than tori, it is reasonable to expect there to be two Casimirs (say

c and m) for the Poisson structure on C , as we show below. In fact, C is foliated by the

common level surfaces of c and m (symplectic leaves) which serve as phase spaces (with

coordinates ω and θ) for a system with one degree of freedom. θ is then the coordinate

along the circular level sets of the Hamiltonian on these two-dimensional symplectic leaves.

To find the reduced Hamiltonian on C we express the remaining variables in terms of

c,m, ω and θ . The formula for c (3.29) along with (4.42) determines r2 ≡ 2c − m2 +

(2ω/λ)(m + ω/λ) and consequently ρ = |ω|r as well. The remaining conserved quantities

are given by

h = (−1)nρr −mu = ω

(
2c−m2 +

2ω

λ

(
m+

ω

λ

))
+mω

(
m+

ω

λ

)
and

s2 = ρ2 + u2 = 2ω2

(
c +

2mω

λ
+

3ω2

2λ2

)
. (4.43)

Thus, the reduction of the Hamiltonian (3.1) to the trigonometric submanifold is

H(c,m, ω) = k2

(
ω2

(
c +

2mω

λ
+

3ω2

2λ2

)
+ c +

1

2λ2

)
. (4.44)

As remarked, for given values of c,m and s , there are generically two possible values of h

corresponding to two points on QC . By considering examples, we verified that for each of

them, there is a unique ω that satisfies (4.42) and both the equations in (4.43).

Poisson structure on C : We wish to identify Poisson brackets among the coordinates

c,m, ω and θ that along with the reduced Hamiltonian (4.44) gives the equation of motion

θ̇ = −ωk on C . As noted, it is natural to take c and m as Casimirs so that {c,m} =

{c, ω} = {m,ω} = {c, θ} = {m, θ} = 0. The only nontrivial Poisson bracket {θ, ω} is then

determined as follows from (4.44):

θ̇ = −kω = {θ,H} = ∂ωH{θ, ω} ⇒ {θ, ω} = − kω

∂ωH
= − 1

2k

(
c +

3ω

λ

(
m+

ω

λ

))−1

.

(4.45)

Moreover, this implies {θ, u} = (2ω + mλ)/(k(2λc − 6u)), which notably differs from the

original nilpotent Poisson bracket {θ, u}ν = 0 (3.2).

Canonical action-angle variables on C : Since θ evolves linearly in time, it is a natural

candidate for an angle variable. The corresponding canonically conjugate action variable I

must be a function of ω,m and c and is determined from (4.45) by the condition {θ, I(ω)} =
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I ′(ω){θ, ω} = 1. We thus obtain, up to an additive constant, the action variable

I(ω) = −kω
(

2c +
3mω

λ
+

2ω2

λ2

)
= −kh. (4.46)

Thus we arrive at the remarkably simple conclusion that (aside from the Casimirs c and

m) −kh and θ are action-angle variables on C . Moreover, the canonical Poisson bracket

{θ,−kh} = 1 agrees with that on the full phase space (see (4.67)). Our reason to work with

ω rather than h as a coordinate is that the solutions (4.40) and the Hamiltonian (4.44) have

simple expressions in terms of ω . By solving the cubic (4.46), ω can be expressed in terms

of h , which would allow us to write the Hamiltonian in terms of the action variable −kh .

4.2.2 Union H̄ of horn toroidal level sets: Dynamics as gradient

flow

Just as with the union of circular level sets C , the union of horn toroidal level sets H̄ serves

as the phase space for a self-contained dynamical system. However, unlike the sinusoidal

periodic trajectories on C , all solutions on H̄ are hyperbolic functions of time and are in

fact homoclinic orbits joining the center of a horn torus to itself (see Fig. 4.3). The centers

themselves are static solutions. Horn tori arise only when the energy is equal to the critical

value E = Esad given in Section 4.1.4. Thus, the horn tori are like the figure-8 shaped

separatrices in the problem of a particle in a double well potential, separating two families

of 2-tori. Interestingly, though the conserved quantities satisfy a relation on each horn torus,

the four-fold wedge product dh ∧ ds2 ∧ dm ∧ dc vanishes only at its center. Finally, unlike

on the circular submanifold, the flow on the horn-toroidal submanifold is not Hamiltonian,

though we are able express it as a gradient flow.

The family of horn toroidal level sets is a two-dimensional submanifold QH̄ of the four-

dimensional space of conserved quantities Q . To see this, note that a horn torus arises when

the cubic χ(u) of (4.24) is positive between a simple zero and a double zero at the pole

u = s of the S -sphere. Thus, χ(u) must be of the form χ(u) = (u − u1)(u − s)2 where

u1 = λm2/2 − s with −s ≤ u1 ≤ s . These requirements imply χ(s) = χ′(s) = 0 and

χ′′(s) ≥ 0. Note that each nontrivial horn torus is a smooth two-dimensional surface except

at its center which lies at the pole u = s . Trivial horn tori are those that have shrunk to the

points at their centers and arise when χ′′(s) = 0. The conditions χ(s) = 0 and χ′(s) = 0

lead to two relations among conserved quantities

h = −ms and c =
m2

2
+
s

λ
, (4.47)

which together imply that ∆ = 0. The inequality χ′′(s) ≥ 0 along with (4.47) restricts us

to points above a parabola in the m-s plane:

4s ≥ λm2. (4.48)

The space QH̄ is given by the set of such (m, s) pairs. For each (m, s) ∈ QH̄ we get a horn

torus H̄ms . The union of all horn tori is then given by H̄ = ∪4s≥λm2H̄ms .
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4.2.2.1 H̄ as a four-dimensional submanifold of M6
S-L

Equations (4.47) and (4.48) when expressed in terms of ~S and ~L allow us to view the union

of all horn tori H̄ as a four-dimensional submanifold of M6
S-L :

S1L1 + S2L2 + (S3 − ks)L3 = 0,
1

2
(L2

1 + L2
2) +

kS3

λ
=
k2s

λ
and L2

3 ≤
4k2s

λ
. (4.49)

For any choice of ~S , the first two conditions define a plane through the origin (normal to

(S1, S2, S3 − sk)) and a cylinder (of radius r =
√

(2k/λ)(sk − S3) with axis along L3 ) in

the L-space. In general, this plane and cylinder intersect along an ellipse so that H̄ may be

viewed as a kind of ellipse bundle over the S -space (subject to the inequality). The centers of

the horn tori are the points where S1,2 = L1,2 = 0, u = S3/k = s and |L3/k| = |m| ≤
√

4s/λ

(see Section 4.2.2.2 below). Interestingly, it turns out that the inequality in (4.49) restricting

the range of L3 is automatically satisfied at all points of the base space other than when u = s

(which correspond to centers of horn tori). Indeed, let us find the range of values of L3 allowed

by the first two relations in (4.49) by parameterizing the elliptical fibre by the cylindrical

coordinate θ . Then L1 = rk cos θ , L2 = rk sin θ and L3 = (2/λr)(S1 cos θ + S2 sin θ). The

extremal values of L3 on the ellipse occur at θext = arctanS2/S1 which implies that

|L3|2 ≤
2k

λ
(sk + kλ) =

4k2s

λ
− r2. (4.50)

Thus the inequality in (4.49) is automatically satisfied away from the axis r = 0 which

corresponds to the centers of horn tori.

4.2.2.2 Centers of horn tori and punctured horn tori

It turns out that the centers of horn tori are static solutions and may therefore be regarded

as forming the boundary of H̄ . In particular, a trajectory on a horn torus H̄ms can reach its

center only when t→ ±∞ . To find the space of centers O we note that they lie at the pole

u = s corresponding to S1 = S2 = 0 and S3/k ≥ 0. The conditions (4.49) then become

(S3 − ks)L3 = 0,
L2

1 + L2
2

2
+
kS3

λ
=
k2s

λ
and 4s ≥ λm2 where s =

S3

k
. (4.51)

The first condition is automatic, the second implies L1,2 = 0 while the inequality becomes

S3 ≥ (λ/4k)L2
3 . Thus O is the two-dimensional subset of the static submanifold Σ2 consisting

of points on the L3 -S3 plane, on or within the parabola S3 = (λ/4k)L2
3 . The points on the

parabola correspond to trivial horn tori. By eliminating their centers we obtain (nontrivial)

punctured horn tori Hms which are smooth noncompact surfaces with the topology of infinite

cylinders on which the dynamics is everywhere non static. We let H = H̄ \O = ∪4s>λm2Hms

denote the four-dimensional space consisting of the union of punctured horn tori. Thus H
may be regarded as a cylinder bundle over the base QH = {(m, s)|4s > λm2} . Some possible

coordinates on H are (a) s,m, θ, φ (b) s,m, u, θ and (c) S1,2,3 and either L1 or L2 .
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4.2.2.3 Nonvanishing four-fold wedge product on H̄

We have argued that the conserved quantities satisfy the relations (4.47) on H̄ . Despite this,

we show that the wedge product Ω4 = dh∧ ds2 ∧ dm∧ dc does not vanish on H̄ except on its

boundary O = H̄ \ H . To see this, note that in addition to the condition ∆(c,m, h, s) = 0

(due to the presence of the double zero at the pole u = s), all four partial derivatives of ∆

may be shown to vanish on H̄ by virtue (4.47). In other words, the relation ∆cdc+ ∆mdm+

∆hdh+∆sds = 0 following from ∆ = 0 is vacuous on H̄ (if not, we could wedge it, say, with

ds2 ∧ dm ∧ dc to show that Ω4 = 0). On the other hand, we showed in Section 3.2.6 that

Ω4 vanishes precisely on the closure of the circular submanifold C̄ = C t C1 t C2 t (Σ2 ∪Σ3).

Thus, to show that Ω4 is nonvanishing on H , it suffices to find the points common to H̄ and

C̄ . Now H̄∩C is empty as χ has a double/triple zero at u = s for points on H̄ and a double

zero away from the poles for points on C . In fact, we find that H̄ ∩ C̄ is contained in the

static submanifold Σ2 so that Ω4 is nowhere zero on H and vanishes only on its boundary

O . To see that H̄ does not have any points in common with either C1 or C2 we observe that

the conditions h = −ms , c = s/λ + m2/2 (4.47) and the relations (S1 = L1 = 0 and Ξ3 )

or (S2 = L2 = 0 and Ξ2 ) that go into the definitions of H̄ and C1 or C2 (see Section 3.2.6),

together define a parabola in phase space

4kS3 = λL2
3 with kS3 ≥ 0 and L1,2 = S1,2 = 0. (4.52)

This parabola is contained in Σ2 but does not lie on H, C1 or C2 as the inequalities 4s >

λm2, |S2| > 0 and |S1| > 0 appearing in the definitions of H, C1 and C2 are saturated along

it. Points on this parabola correspond to horn tori that have shrunk to the single point at

their centers and correspond to cubics χ with a triple zero at u = s . Thus, this parabola lies

along the common boundary of H, C1 and C2 . Combining these results we see that Ω4 6= 0

on H , but vanishes identically on its boundary consisting of the space of centers O .

4.2.2.4 Equations of motion on the horn torus:

On the horn torus Hms the evolution equation for u (4.11) simplifies:

u̇2 = 2λk2χ(u) = λ2k2(s− u)2

[
2

λ
(s+ u)−m2

]
. (4.53)

We may interpret this equation as describing the zero energy trajectory of a nonrelativis-

tic particle of mass 2 with position u(t) moving in a one-dimensional potential V (u) =

−2λk2χ(u). Since V (u) is negative between the simple and double zeros at u1 and s , the

former is a turning point while the particle takes infinitely long to reach/emerge from u = s .

Thus, the trajectory is like a solitary wave of depression. Choosing u(0) to be its minimal

value u1 = −s+ λm2/2, the trajectory of the particle is given by

u(t) = u1 + (s− u1) tanh2

(
t

2τ

)
where τ =

1√
λk2(4s− λm2)

. (4.54)
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Notice that as t→ ±∞ , u(t)→ s and the solution approaches the center of the horn torus.

Interestingly, the vector field u̇ =
√
−V (u) is not smooth at u = u1 , which is a square root

branch point. Thus, there is another solution u(t) ≡ u1 with the same initial condition (IC)

u(0) = u1 , which however is consistent with the L-S equations of motion (2.23) only when

s = 0. Note that (4.54) can be obtained as a limit of the ℘-function solution given in Section

4.1.2. On a horn torus, one of the half periods of the ℘-function is imaginary while the other

diverges leading to the aperiodic solution (4.54).

To describe the trajectories on a horn torus Hms we use the coordinates θ = arctan(L2/L1)

and φ = arctan(S2/S1) in terms of which the equations of motion (3.36) simplify to

θ̇ =
kmλ

2
and φ̇ =

kmλs

s+ u
=

2ks cos2(θ − φ)

m
. (4.55)

Notice that θ is monotonic in time: increasing/decreasing according as sgn(km) = ±1. It is

convenient to pick ICs on the curve u = u1 resulting in the solution

θ(t) = θ(0) +
kmλt

2
and φ(t) = φ(0) +

kmλt

2
+ arctan

(
tanh

(
t

2τ

)
kτmλ

)
. (4.56)

Though θ and φ are both ill-defined at the center of the horn torus (L1,2 = S1,2 = 0), we

notice from (3.34) that the difference θ − φ is well defined at the center:

lim
t→±∞

(θ(t)− φ(t)) = arccos

√
λm2

4s
= lim

u→s
(θ − φ). (4.57)

Since θ is ill-defined at the center u = s , it is convenient to switch to the ‘embedding’

variables:

θe =
π(φ− θ)

sgn(mk) arctan (1/mλkτ)
and φe = φ. (4.58)

The advantage of θe is that it approaches ±π/sgn(mk) as t → ±∞ on any trajectory on

Hms . We may visualize the dynamics via the following embedding of the horn torus in

Euclidean 3-space:

x = R(1 + cos θe) cosφe, y = R(1 + cos θe) sinφe and z = R sin θe. (4.59)

Here R is the major (as well as the minor) radius of the horn torus (see Fig. 4.3a). Alterna-

tively, we may realize the punctured horn torus as a cylinder in three-dimensional space via

the embedding

x = R cosφe, y = R sinφe and z = θe. (4.60)

The center of the horn torus lies at θe = ±π (mod 2π) with φe arbitrary (see Fig. 4.3b). As

t→ ±∞ all trajectories spiral into the center of the horn torus as shown in Fig. 4.3. Thus,

every trajectory is homoclinic, beginning and ending at the center of the horn torus.

As noted in Section 4.1.4, horn tori arise only at the saddle points of the Hamiltonian

H = k2Esad . Thus, they are analogs of the figure-8 shaped separatrix at energy ga4 familiar
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(a) (b)

Figure 4.3: Six trajectories on a punctured horn torus (with s = 1,m = −1 and λ = k = 1) displayed in

two embeddings [(a) Eq. (4.59) and (b) Eq. (4.60) with R = 1.5] passing through the points θe(0) = 0 and

φe(0) = 0, π/3, 2π/3, π, 4π/3, 5π/3 extended indefinitely forward and backward in time. Trajectories emerge

from the center (at t = −∞) and approach the attractor at the center as t → ∞ showing that the phase

space volume cannot be preserved. In (b), the top and bottom rims of the cylinder correspond to the center

of the horn torus.

from particle motion in the one-dimensional potential V (x) = g(x2 − a2)2 . For fixed c,m

with 2c−m2 > 0, and E = Esad , h can take a range of values from hmin to hmax . There is

a critical value hsad in this range at which the common level set is a horn torus. It is flanked

by 2-tori on either side. Thus, horn tori separate two families of toroidal level sets with the

real half-period ωR of the ℘-function diverging as h→ h±sad .

4.2.2.5 Flow on H is not Hamiltonian

The equations of motion on H

ṡ = ṁ = 0, θ̇ =
1

2
kmλ and φ̇ =

kmλs

s+ u
=

2ks cos2(θ − φ)

m
, (4.61)

do not follow from any Hamiltonian and Poisson brackets on H . This is because time-

evolution does not satisfy the Liouville property of preserving phase volume: every initial

condition is attracted to the center of a horn torus. Said differently, the flow can map a subset

I0 of H into a proper subset It ( I0 . To show this, it suffices to consider the dynamics on

each Hms separately since the dynamics preserves individual punctured horn tori. Thus,

consider the ‘upper cylinder’ subset of Hms : I0 = {(φe, θe)| θe ≥ θ0 for some − π < θ0 < π} .
Then

It =

{
(φe, θe)|θe > θ0 −

π(θ(t)− φ(t))

sgn(km) arctan(1/kτmλ)

}
(4.62)

is its image under evolution to time t . Since θe is monotonic in time, we observe that for

km > 0, It form a 1-parameter family of subsets with decreasing volume (relative to any

reasonable volume measure on Hms ) while vol(It) grows if km < 0. Thus, the Liouville

theorem would be violated if the dynamics on Hms or H were Hamiltonian.
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Interestingly, time evolution on H may be realized as a gradient flow. As before, we

focus on the dynamics on each Hms separately. Since W = −sgn(km)θ is monotonically

decreasing in time (4.61), we choose it as the potential function for the gradient flow

ξ̇i = (φ̇, θ̇) = V i(ξ) = −gij ∂W
∂ξj

where V φ =
2ks cos2(θ − φ)

m
and V θ =

kmλ

2
. (4.63)

The inverse-metric on Hms that leads to this gradient flow must be of the form

gij = sgn(km)

(
Υ φ̇

φ̇ θ̇

)
. (4.64)

Here Υ is an arbitrary function on Hms which we may choose so that the metric is, for

simplicity, Riemannian (positive definite). This is ensured if

det g−1 > 0 ⇔ Υθ̇ > φ̇2 and tr g−1 > 0 ⇔ sgn(km)(Υ + θ̇) > 0. (4.65)

The second condition is implied by the first, so a simple choice that ensures a Riemannian

metric is Υ = (φ̇2/θ̇) + sgn(km) ε , for any ε > 0. It might come as a surprise that this

gradient flow admits homoclinic orbits beginning and ending at the center. Such orbits are

typically forbidden in gradient flows. Our horn tori evade this ‘no-go theorem’ since the

potential W ∝ θ is not defined at the centers of horn tori.

4.2.3 Dynamics on the union T of toroidal level sets

For generic values of c,m, s and h , i.e., for which the discriminant ∆ 6= 0 (4.25), the common

level sets are 2-tori as shown in Section 4.1.2.1 and Section 4.1.3. The union T of these 2-tori

may be viewed as the state space of a self-contained dynamical system. Here, we express T
as a torus bundle over a space QT of conserved quantities, and find a convenient set of local

coordinates on it along with their Poisson brackets implied by (3.2). We use this Poisson

structure and the time evolution of u in terms of the ℘ function (4.14) to find a family of

action-angle variables on T . Finally, we show that these action-angle variables degenerate

to those on the union C of circular level sets when the tori degenerate to circles.

4.2.3.1 Union of toroidal level sets

Let us denote by QT , the subset ∆(c,m, s, h) 6= 0 of the space Q of conserved quantities for

which the common level sets are 2-tori. On QT the cubic χ(u) (4.24) is positive between two

adjacent simple zeros umin and umax and the common level set M sh
cm is a torus. Thus, on QT

the cubic takes the form χ(u) = (u−umin)(umax−u)(u3−u) with −s ≤ umin < umax ≤ s and

umax < u3 . In this case, when χ(u) is written in Weierstrass normal form using u = av + b ,

the invariants g2 and g3 are real and the discriminant of the cubic is nonzero. It follows that

the half periods ωR and ωI of Section 4.1.2 are respectively real and purely imaginary. We

designate the union of these tori T ⊂M6
S-L and the corresponding union for fixed c and m ,
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T 4
cm . Here, T may be visualised as a torus bundle over QT . While θ and φ furnish global

coordinates on the torus M sh
cm , it is more convenient, when formulating the dynamics, to work

with the local coordinates (u, θ) where cos(θ−φ) = (h+mu)/rρ . An advantage of u is that

unlike φ , it commutes with h . However, since the cosine is a 2:1 function on [0, 2π] , we need

two patches U± with local coordinates (u±, θ) to cover the torus with umin ≤ u± ≤ umax and

0 ≤ θ ≤ 2π . In the U± patches, the formula for φ is

φ = θ ± arccos

(
h+mu

rρ

)
[0,π]

, (4.66)

where the arccos function is defined to take values between 0 and π . Whenever u reaches

either umin or umax , the trajectory crosses over from one patch to the other.

Figure 4.4: Trajectory on an invariant torus for the parameters k = λ = 1, c = 3, h = 1,m = −1, s = 1

and R = 2 for 0 < t < 75ωR (ωR ≈ 1.41 is the real half-period of u (4.14)) displayed via the embedding

x = (R + % cos θe) cosφe , y = (R + % cos θe) sinφe and z = % sin θe . The poloidal and toroidal angles are

θe = arcsin ((u− ū)/%) and φe = φ with ū = (umin + umax)/2 and % = (umax − umin)/2. Unlike the angle

variables θ1 and θ2 (4.88), which are periodic on account of their linearity in time, neither θe nor φe is

periodic.

4.2.3.2 Poisson structure on T

On T , we use the local coordinates c,m, s, h, θ and u . The Poisson structure following from

the nilpotent Poisson brackets (3.2) is degenerate with the Casimirs c and m generating the

center. The Poisson brackets among the remaining coordinates (on T 4
cm ) are:

{s, h} = {h, u} = {θ, u} = 0, {h, θ} =
1

k
, {s, θ} =

h+mu

ksr2
=

ρ

ksr
cos(θ − φ) = − θ̇

k2s
,

{s, u∓} = ∓ λ

ks

√
r2ρ2 − (h+mu)2 = ∓

√
2λk2χ(u)

k2s
= −rρλ

ks
sin(θ − φ) = − u̇

k2s
. (4.67)

All the Poisson brackets other than {s, u} have a common expression on both patches U± .

Here r2 = 2c−m2 − 2u/λ and ρ2 = s2 − u2 .

4.2.3.3 Action-angle variables on T

We seek angle-action variables (θ1, θ2, I1, I2) on T 4
cm satisfying canonical Poisson brackets

{θi, θj} = {Ii, Ij} = 0 and {θi, Ij} = δij. (4.68)
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The action variables I1 and I2 must be conserved and therefore functions of s and h alone,

while the angles θ1 and θ2 must evolve linearly in time: θ̇j = Ωj(s, h). Here we suppress the

parametric dependence of θi and Ij on the Casimirs c and m which specify the symplectic

leaf. In what follows, we use the ℘-function solution (4.14) along with the requirement

of canonical Poisson brackets to find a family of action-angle variables. Despite some long

expressions in the intermediate steps, the final formulae (4.88) for (θi, Ij) are relatively

compact. Though we work here with the nilpotent Poisson structure (4.67), it should be

possible to generalize the resulting action-angle variables to the other members of the Poisson

pencil (3.9).

Determination of θ1 and I1 : The evolution of u (4.14) gives us one candidate for an

angle variable evolving linearly in time

θ1 = k

(
℘−1

(
k2λ

2

(
u− cλ

3

)
; g2, g3

)
− α(c,m, s, h)

)
= k(t+ t0). (4.69)

The factor of k is chosen to make θ1 dimensionless. Here, g2 and g3 (4.13) are functions of

the conserved quantities. From the definition of θ1 , it follows that the frequency Ω1 = k .

Choosing α to be the imaginary half-period ωI of the ℘-function in (4.14) ensures that θ1

is real. An action variable conjugate to θ1 is

I1(s, h) =
ks2

2
+ f(h), (4.70)

where f ′(h) 6= 0 is an arbitrary function of h (and possibly c and m) to be fixed later.

Upto the function f , I1 is proportional to the Hamiltonian (3.30). Eq. (4.70) is obtained by

requiring

{θ1, I1} =
∂θ1

∂u

∂I1

∂s
{u, s} = k

∂(℘−1(v)− α)

∂v

∂v

∂u

∂I1

∂s
{u, s} =

k

u̇

∂I1

∂s

u̇

k2s
= 1. (4.71)

Here, v = (u− b)/a (see Section 4.1.2) and we used the relation

∂℘−1(v; g2, g3)

∂v
=

1

v̇
=
a

u̇
. (4.72)

For future reference we also note that as a consequence, ∂θ1/∂u = k/u̇ . This derivative

diverges at umin and umax , which are the roots of χ .

Determination of θ2 and I2 : To identify the remaining action-angle variables I2(s, h) and

θ2(u, θ, s, h) we first consider the constraints coming from the requirement that their Poisson

brackets be canonical. While {I1, I2} = 0 is automatic, {θ1, I2} = 0 implies that I2(s, h)

must be independent of s :

0 = {θ1, I2} =
∂I2

∂s
{θ1, s}+

∂I2

∂h
����{θ1, h} ⇒ ∂I2

∂s
= 0. (4.73)
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The remaining Poisson brackets help to constrain θ2 . For instance, {θ2, I2(h)} = 1 forces θ2

to be a linear function of θ :

{θ2, I2(h)} =
∂θ2

∂θ
I ′2(h){θ, h} = −∂θ

2

∂θ

I ′2(h)

k
= 1 ⇒ θ2 = − k

I ′2(h)
θ + g(u, s, h). (4.74)

Here g is an arbitrary function which we will now try to determine. Next, {θ2, I1} = 0

implies that θ2 evolves linearly in time:

{θ2, I1} =
∂θ2

∂u
{u, I1}+

∂θ2

∂θ
{θ, I1} = 0 ⇒ θ̇2 =

∂θ2

∂u
u̇+

∂θ2

∂θ
θ̇ = f ′(h)

∂θ2

∂θ
≡ Ω2

⇒ θ2 =
Ω2

f ′(h)
θ + g(u, s, h). (4.75)

Comparing (4.74) and (4.75), it follows that Ω2 = −kf ′(h)/I ′2(h) is independent of s . We

may use (4.75) to reduce the determination of the dependence of θ2 on u to quadratures:

θ̇2 = Ω2 =
Ω2

f ′(h)
θ̇ +

∂g(u, s, h)

∂u
u̇. (4.76)

Using (3.36) and (4.11) we get

∂θ2

∂u
=
∂g

∂u
= ±Ω2

1 + k
f ′(h)

(
h+mu

2c−m2−2u/λ

)
√

2λk2χ(u)
. (4.77)

Integrating,

g(u, s, h)

Ω2
=
±1√
2λk2

[(
1− kmλ

2f ′(h)

)∫ u

umin

du′√
χ(u′)

− kmλ

2f ′(h)

(
h

m
+ u0

)∫ u

umin

du′

(u′ − u0)
√
χ(u′)

]
+g̃(s, h),

(4.78)

where u0 = c/λ−m2λ/2. Recognizing these as incomplete elliptic integrals of the first and
third kinds (F and Π), we get (see Section 3.131, Eq. (3) and Section 3.137, Eq. (3) of [30])

g

Ω2
= ±

√
2

λk2

kmλ

2f ′(h)

(2f ′(h)

kmλ
− 1

)
F (γ, q)√
u3 − umax

+

(
h

m
+ u0

) Π
(
γ, umax−umin

u0−umin
, q
)

(u0 − umin)
√
u3 − umin

+ g̃(s, h).

(4.79)

Here, g̃(s, h) is an integration constant, u ∈ [umin, umax] where −s ≤ umin < umax < u3

(which are functions of c,m, s and h) are the roots of the cubic χ(u). Moreover, the ampli-

tude and elliptic modulus are

γ = arcsin

√
u− umin

umax − umin

and q =

√
umax − umin

u3 − umin

. (4.80)

To find the s dependence of θ2 , we notice that the last Poisson bracket {θ1, θ2} = 0 gives

the following relation among derivatives of θ2 :

{θ1, θ2} =
∂θ2

∂u
{θ1, u}+

∂θ2

∂θ
{θ1, θ}+

∂θ2

∂s
{θ1, s}+

∂θ2

∂h
����{θ1, h} = 0
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⇒ ∂θ2

∂θ

∂θ1

∂s
{s, θ}+

∂θ2

∂θ

∂θ1

∂h
{h, θ}+

(
∂θ2

∂u

∂θ1

∂s
− ∂θ2

∂s

∂θ1

∂u

)
{s, u} = 0. (4.81)

Using the known formulae for the partial derivatives (4.69, 4.72, 4.75, 4.76)

∂θ2

∂θ
=

Ω2

f ′(h)
,

∂θ2

∂u
=

Ω2

u̇

(
1− θ̇

f ′(h)

)
,

∂θ1

∂u
=
k

u̇
and ∂s,hθ

1 = k∂s,h(℘
−1−ωI), (4.82)

we find the s dependence of θ2 from (4.81):

∂θ2

∂s
= Ω2(h)

[
∂s(℘

−1 − ωI)−
ks

f ′(h)
∂h(℘

−1 − ωI)
]
. (4.83)

In effect, we have two expressions ((4.79) and (4.83)) for ∂sθ
2 . We exploit them to reduce

the determination of the s dependence of θ2 to quadrature. Comparing ∂s (4.79) with (4.83)
gives

∂sg̃ =
∂

∂s

℘−1 − ωI ∓√ 2

λk2
kmλ

2f ′(h)


(

2f ′(h)

kmλ
− 1

)
F (γ, q)√
u3 − umax

+

(
h

m
+ u0

) Π
(
γ, umax−umin

u0−umin
, q
)

(u0 − umin)
√
u3 − umin




− ks

f ′(h)
∂h(℘−1 − ωI). (4.84)

Thus

g̃(s, h) = ℘−1 − ωI ∓
√

2

λk2
kmλ

2f ′(h)

(2f ′(h)

kmλ
− 1

)
F (γ, q)√
u3 − umax

+

(
h

m
+ u0

) Π
(
γ, umax−umin

u0−umin
, q
)

(u0 − umin)
√
u3 − umin


−
∫ s

∞

ks′

f ′(h)
∂h(℘−1 − ωI) ds′ + η(h). (4.85)

Here η(h) is an arbitrary ‘constant’ of integration. Now, using (4.85) in (4.79) results in

some pleasant cancellations leading to a relatively simple formula for g :

g(u, s, h)

Ω2

= ℘−1 − ωI −
k

f ′(h)

∫ s

∞
s′ ∂h(℘

−1 − ωI) ds′ + η(h). (4.86)

This determines the angle variable θ2(θ, u, s, h) = Ω2θ/f
′(h) + g(u, s, h). It is noteworthy

that ℘−1 − ωI is simply θ1/k . The integral over s′ is from ∞ since, for sufficiently large s ,

∆ (4.25) is always positive so that M sh
cm is a torus. However, we must take s > smin , which

is the value at which ∆ vanishes and the torus M sh
cm shrinks to a circle.

Remark: Consistency requires that the RHS of (4.85) be independent of u , which enters through ℘−1 and γ .

We verify this by showing that ∂u (4.86) agrees with (4.77). In fact, from (4.86) and using u̇ = ±
√

2λk2χ(u)

and (4.24),

1

Ω2

∂g

∂u
=

1

u̇
− k

f ′(h)

∫ s

∞
s′ ∂h(1/u̇) ds′ =

1

u̇
∓ k

f ′(h)

∫ s

∞

λ(h+mu)

2
√

2λk2(χ(u))3/2
s′ ds′ = ±

1 + k
f ′(h)

(
h+mu

2c−m2− 2u
λ

)
√

2λk2χ(u)
,

(4.87)

which agrees with (4.77). As χ (4.24) is a quadratic function of s′ , the integrand behaves as 1/s′2 for large

s′ , so that the lower limit does not contribute.
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Summary: Thus, aside from the Casimirs c and m , the action-angle variables on the union

of toroidal level sets T are given by the following functions of s , h , u and θ :

I1 =
ks2

2
+ fcm(h), θ1 = k

(
℘−1

(
k2λ

2

(
u− cλ

3

)
; g2, g3

)
− ωI(c,m, s, h)

)
,

I2 = I2(h; c,m) and θ2 = Ω2

(
θ

f ′cm(h)
+
θ1

k
− 1

f ′cm(h)

∫ s

∞
s′ ∂hθ

1 ds′ + η(h)

)
. (4.88)

We have verified by explicit calculation that these variables are canonically conjugate. As

a function of u ∈ [umin, umax] , θ1 increases from zero to kωR (4.14). As noted, θ2 depends

linearly on θ , but finding its dependence on u, s and h requires the evaluation of the inte-

gral over s′ in (4.88). We have not been able to do this analytically but could evaluate it

numerically for given c and m . Here, f, η and I2 are arbitrary functions of h , with f ′ and

I ′2 nonzero and the frequency Ω2 = −kf ′(h)/I ′2(h). A simple choice is to take

f(h) = −I2(h) = kh and η(h) = 0. (4.89)

For this choice, the Hamiltonian (3.30) acquires a simple form in terms of the action variables

H = k(I1 + I2) + k2

(
c +

1

2λ2

)
. (4.90)

The corresponding frequencies Ωj = ∂H/∂Ij are then both equal to k . Though the frequen-

cies are equal, the periodic coordinates θ1 and θ2 generally have different and incommensu-

rate ranges, so that the trajectories are quasi-periodic (see Fig. 4.4). While we do not have

a simple formula for the range of θ2 , that of θ1 is 2kωR (twice its increment as u goes from

umin to umax , see Eq. (4.14)), which depends on the symplectic leaf and invariant torus via

the four conserved quantities.

Relation to action-angle variables on the circular submanifold: Finally, we show how

the action-angle variables obtained above degenerate to those on the circular submanifold C
of Section 4.2.1, where the elliptic function solutions reduce to trigonometric functions with

the imaginary half-period ωI diverging. For given c,m and h , we must let s → smin to

reach the circular submanifold. On C , the simple zeros of χ , umin and umax coalesce at a

double zero so that u becomes a constant. Thus, the angle variable θ1 (4.88) ceases to be

dynamical. In the same limit, from (4.88), the surviving angle variable θ2 becomes a linear

function of θ with constant coefficients. Moreover, for the simple choices of Eq. (4.89), we

get I2 = −kh and θ2 = θ upto an additive constant. Pleasantly, these action-angle variables

are seen to agree with those obtained earlier on C (4.46).



Chapter 5

Quantum Rajeev-Ranken model as an

anharmonic oscillator

In this Chapter, which is based on [43], we discuss some aspects of the quantum version of the

Rajeev-Ranken model. We begin with Rajeev and Ranken’s mechanical interpretation of the

model in terms of a charged particle moving in an electromagnetic field and its quantization.

We find an error in their calculation of the effective potential seen by the particle which

unfortunately affect their results on the spectrum and strong coupling dispersion relation.

We derive the corrected effective potential in Section 5.1 and to be doubly sure we also take

a complementary approach by interpreting the RR model as a quartic oscillator. Using this

new mechanical interpretation we canonically quantize the model and separate variables in

the Schrödinger equation. Its radial equation is shown to be an ODE of type [0, 1, 16] (in

Ince’s classification, see Appendix E, Section E.4), which may be regarded as a generalization

of the Lamé equation. We analyze a weak and a novel strong coupling limit of the radial

equation to obtain dispersion relations for the corresponding quantized screw-type waves. In

another direction, we interpret the EOM of the RR model as Euler equations for a step-3

nilpotent algebra and exploit our canonical quantization to find a unitary representation of

this algebra.

5.1 Electromagnetic interpretation of the RR model

Before interpreting the RR model as an anharmonic oscillator, we revisit the mechanical

interpretation given by Rajeev and Ranken in terms of a charged particle moving in a static

electromagnetic field. Here, we implement this general idea and derive the classical and

quantum equations of motions. In the process, we notice certain errors in the analysis of

Rajeev and Ranken, which affect their results on the spectrum and dispersion relations. This

unfortunately cast doubts on their results.

The Hamiltonian of the RR model in Darboux coordinates {Ra, kPb} = δab for a, b =

61
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1, 2, 3 is:

H

k2
=

3∑
a=1

P 2
a

2
+
λm

2
(R1P2 −R2P1) +

λ2

8

(
R2

1 +R2
2

) [
R2

1 +R2
2 +m2 − 4

λ

(
P3 −

1

λ

)]
+
m2

2
.

(5.1)

Suppose the Cartesian position and momentum coordinates of a charged particle are

x, y, z = R1,2,3 and px,y,z = kP1,2,3, (5.2)

then the Hamiltonian in (5.1) can be rewritten as:

H =
1

2µ

[(
px −

qλmky

2c

)2

+

(
py +

qλmkx

2c

)2

+

(
pz −

qλk

2c
(x2 + y2)

)2
]

+
qk2

2
(x2+y2+m2),

(5.3)

in units where the charged particle has mass µ = 1, charge q = 1 and the speed of light

c = 1. This describes a charged particle moving in an EM field arising from the vector and

scalar potentials:

Ax =
λmky

2
, Ay = −λmkx

2
, Az =

λk

2
(x2 + y2) and

V (x, y, z) =
k2

2
(x2 + y2 +m2). (5.4)

The corresponding electromagnetic field is axisymmetric with E pointing radially inward

and B having both azimuthal and axial components:

E = −k2(xx̂+ yŷ) and B = λk (yx̂− xŷ −mẑ) . (5.5)

The Hamiltonian in (5.3) along with the canonical PBs {x, px} = {y, py} = {z, pz} = 1 gives

the Newton-Lorentz equations µr̈ = q(E + v/c×B). In fact, using

ẋ =
1

µ

(
px −

qλmky

2c

)
, ẏ =

1

µ

(
py +

qλmkx

2c

)
and ż =

1

µ

(
pz −

qλk

2c
(x2 + y2)

)
,

(5.6)

we get the NL equations in component form

µẍ = −qk2x+
q

c
λk (−mẏ + xż) , µÿ = −qk2y +

q

c
λk (mẋ+ yż) and

µz̈ = −q
c
λk (xẋ+ yẏ) . (5.7)

These are seen to agree with (2.27) in units where µ = q = c = 1 upon use of (5.2).

5.1.1 Classical Hamiltonian in terms of cylindrical coordinates

The Hamiltonian (5.3) is invariant under rotation about and translation along the z -axis, so

we make a canonical transformation to cylindrical coordinates r =
√
x2 + y2, θ = arctan(y/x),

and z and their momenta pr = (xpx + ypy)/r , pθ = −ypx + xpy and pz satisfying the PBs

{r, pr} = {θ, pθ} = {z, pz} = 1. (5.8)
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The Hamiltonian corresponding to (5.3) is [57]

H =
1

2µ

[
p2
r +

(
pθ − qAθ

c

)2

r2
+

(
pz −

qAz
c

)2
]

+ qV (r), (5.9)

where the scalar and the magnetic vector potentials are

V (r) =
k2(r2 +m2)

2
and A =

λk

2
(−mrθ̂ + r2ẑ). (5.10)

The resulting electric and magnetic fields are

E = −k2rr̂ and B = −λk
(
rθ̂ +mẑ

)
. (5.11)

In terms of velocities the canonical conjugate momenta are

pr = µṙ, pθ = µr2θ̇ +
qAθ
c

and pz = µż +
qAz
c
. (5.12)

Note that pθ = rp · θ̂ and Aθ = −(λkmr2)/2 = rA · θ̂ are not simply the θ components. In

terms of these coordinates (5.7) become

µr̈ = µrθ̇2−qk2r+
q

c
(λkrż−λmkrθ̇), µz̈ = −q

c
λkrṙ and µrθ̈ =

q

c
λmkṙ−2µṙθ̇. (5.13)

5.1.2 Quantization of the electromagnetic Hamiltonian

To quantize in Cartesian coordinates we represent the canonical momenta by the differential

operators:

px = −i~∂x, py = −i~∂y and pz = −i~∂z, (5.14)

satisfying the canonical commutation relations [x, px] = [y, py] = [z, pz] = i~ . The Hamilto-

nian (5.3) becomes the operator

Ĥ =
1

2µ

[(
−i~∂x −

qλmky

2c

)2

+

(
−i~∂y −

qλmkx

2c

)2

+

(
−i~∂z −

qλk(x2 + y2)

2c

)2
]

+
qk2

2
(x2 + y2 +m2). (5.15)

To facilitate separation of variables, we transform to cylindrical coordinates using

∂x = cos θ∂r −
sin θ

r
∂θ and ∂y = sin θ∂r −

cos θ

r
∂θ. (5.16)

Thus we have(
−i~∂x −

qλmky

2c

)2

= −~2 cos2 θ∂2r − ~2 sin2 θ
1

r2
∂2θ + 2~2 cos θ sin θ

1

r
∂r∂θ
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−
(

2~2 cos θ sin θ

r2
+
i~qλmk sin2 θ

c

)
∂θ +

(
i~qλmkr cos θ sin θ

c
− ~2 sin2 θ

r

)
∂r

+
q2λ2m2k2r2 sin2 θ

4c2
. (5.17)

Similarly,(
−i~∂y −

qλmkx

2c

)2

= −~2 sin2 θ∂2r − ~2 cos2 θ
1

r2
∂2θ − 2~2 cos θ sin θ

1

r
∂r∂θ

+

(
2~2 cos θ sin θ

r2
− i~qλmk cos2 θ

c

)
∂θ −

(
~2 cos2 θ

r
+
i~qλmkr cos θ sin θ

c

)
∂r

+
q2λ2m2k2r2 cos2 θ

4c2
. (5.18)

Adding these terms, we get(
−i~∂x −

qλmky

2c

)2

+

(
−i~∂y −

qλmkx

2c

)2

= −~2
(
∂2r +

1

r
∂r

)
+

1

r2
(
−~2∂2θ

− i~qλmkr
2

c
∂θ +

q2λ2m2k2r4

4c2

)
= −~2

(
1

r
∂r (r∂r)

)
+

1

r2

(
−i~∂θ +

qλmkr2

2c

)2

. (5.19)

Thus, the Hamiltonian in cylindrical coordinates is:

Ĥ = − ~2

2µ

1

r
∂r[r∂r] +

1

2µr2

[
−i~∂θ −

qAθ(r)

c

]2

+
1

2µ

[
−i~∂z −

qAz(r)

c

]2

+ qV (r), (5.20)

where

Aθ = −λmkr
2

2
, Az =

λkr2

2
and V (r) =

k2(r2 +m2)

2
. (5.21)

If we introduce the momentum operators [46]

p̂r = −i~ 1√
r
∂r
√
r = −i~

(
∂r +

1

2r

)
, p̂θ = −i~∂θ and p̂z = −i~∂z (5.22)

which furnish a representation of the canonical commutation relations [r, pr] = [θ, pθ] =

[z, pz] = i~ and are hermitian with respect to the inner product 〈φ|ψ〉 =
∫
rdrdθdz φ∗ψ ,

then the Hamiltonian (5.20) may be written as1:

Ĥ =
1

2µ

[
p̂2
r +

(
p̂θ − qAθ

c

)2 − ~2
4

r2
+

(
p̂z −

qAz
c

)2
]

+ qV (r). (5.24)

We note that this Hamiltonian differs from the direct quantization of the classical cylindri-

cal Hamiltonian (5.9) by a centripetal potential −~2/8µr2 . Thus, we choose to define the

quantum theory via the canonical quantization in Cartesian coordinates.

1 Here,

p̂2r = −~2
(
∂2

∂r2
+

1

r

∂

∂r
− 1

4r2

)
. (5.23)
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We can separate variables in the Schrödinger equation using the symmetries of (5.24).

The potentials Aθ , Az and V (r) are independent of z and θ so that H commutes with the

momentum p̂z = −i~∂z and angular momentum p̂θ = −i~∂θ . Thus H, p̂z and p̂θ can be

chosen to have common eigenstates. Consequently, the θ and z -dependence of the energy

eigenfunctions can be taken to be exp(ilθ) and exp (ipzz/~), where l must be an integer on

account of the 2π -periodicity of θ and pz a real number. This leads to the separation of

variables in the wavefunciton:

ψ(r, θ, z) =
1√
r
%(r) exp(ilθ) exp

(
ipzz

~

)
. (5.25)

Putting Ĥψ = Eψ we get the radial eigenvalue problem

− ~2%′′(r)

2µ
+ U(r)%(r) = E%(r). (5.26)

The 1/
√
r prefactor in (5.25) eliminates the %′ arises from the operator p̂2

r . Here, the effective

potential

U(r) = − ~2

8µr2
+

1

2

[
~l − qAθ

c

]2
µr2

+
1

2µ

[
pz −

qAz
c

]2

+ qV (r)

=
1

2

[
~2
[
l2 − 1

4

]
µr2

+
qλkm~l
µc

+
p2
z

µ
+ qk2m2

+r2

(
q2λ2k2m2

4µc2
− qλkpz

µc
+ qk2

)
+
q2λ2k2r4

4µc2

]
(5.27)

includes centrifugal (inverse-square), quadratic and quartic terms in r . The ‘centrifugal’

term is attractive only when l = 0.

This effective potential (in units where µ = q = c = 1) differs from that obtained by

Rajeev and Ranken (in Eq. 4.8 of [57]). More precisely, in the expression for U(r) obtained

by Rajeev and Ranken, the quantity Aθ was wrongly taken as λmkr/2 instead of −λmkr2/2.

Thus, the corresponding radial equation they obtained in the strong coupling limit and the

subsequent analysis to obtain the dispersion relation for quantized screw-type waves needs to

be reconsidered. They proposed that the resulting dispersion relation should give a glimpse

of the nature of the degrees of freedom of the scalar field theory in the strongly coupled

high-energy limit. In addition, they suggested that the strong coupling limit of the scalar

field theory could also be interpreted as a ‘slow-light’ post-relativistic regime. However, as

we point out in Section 2.1 (also see [38]), the ‘slow-light’ limit (c → 0) holding λ fixed is

not quite the same as the strong-coupling limit of the scalar field theory.

To be doubly sure about the formula (5.27) for the effective potential in the quantum

theory, we re-derive (5.26) and (5.27) through a complementary viewpoint, where the RR

model is interpreted as a quartic oscillator. This simple interpretation of the RR model will

facilitate our analysis of its quantum theory.
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5.2 Rajeev-Ranken model as a quartic oscillator

It is possible to interpret the classical Hamiltonian of the Rajeev-Ranken model expressed in

Darboux coordinates (see Eqs. (5.1, 3.14))

H =
1

2

[(
kP1 −

λmkR2

2

)2

+

(
kP2 +

λmkR1

2

)2

+

(
kP3 −

λk

2
(R2

1 +R2
2)

)2
]

+
k2

2
(R2

1 +R2
2 +m2), (5.28)

as the Hamiltonian for a particle of mass µ = 1, moving in a cylindrically symmetric quadratic

plus quartic potential. To see this, we regard the Darboux coordinates R1,2,3 and conjugate

momenta kP1,2,3 as the Cartesian components of the position and conjugate momentum of

a particle of mass µ . Using this interpretation we rewrite Eq. (5.28) as a Hamiltonian for a

quartic oscillator:

H =
p2
x + p2

y + p2
z

2µ
+
λmk(xpy − ypx)

2µ
+

(
λ2m2k2

8µ
− λkpz

2µ
+
k2

2

)
(x2 + y2)

+
λ2k2

8µ
(x2 + y2)2 +

k2m2

2
. (5.29)

The second term in H is proportional to the z -component of angular momentum (Lz ). As

mentioned in the previous section, the Hamiltonian possesses a translational symmetry along

and rotation symmetry about the z -axis. Thus, we make a canonical transformation to cylin-

drical coordinates (r, θ, z) and their conjugate momenta (pr, pθ, pz) defined in Section 5.1.1,

which satisfy the Poisson brackets (5.8). Upon doing so, the Hamiltonian (5.29) becomes

H =
1

2µ

[
p2
r +

p2
θ

r2
+ p2

z

]
+
λmk

2µ
pθ +

(
λ2m2k2

8µ
− λkpz

2µ
+
k2

2

)
r2 +

λ2k2

8µ
r4 +

k2m2

2
. (5.30)

Though the terms linear in pθ and pz are not conventionally present in an anharmonic

oscillator Hamiltonian, the RR model requires them. Notice that, when k = 0, H reduces to

the Hamiltonian of a free particle, while for λ = 0 it is a cylindrically symmetric harmonic

oscillator.

Remark: Interestingly, the Hamiltonian of a quartic anharmonic oscillator

H =
1

2

(
p2 + ω2q2

)
+ λq4 (5.31)

can be re-expressed as a quadratic Hamiltonian by introducing the new variable Q = q2

H =
1

2

(
p2 + ω2q2

)
+ λQ2. (5.32)

However, in contrast to the step-2 nilpotent q -p Heisenberg algebra, the new variables satisfy a

step-3 nilpotent algebra (see Section 2.1 for the definition of step k in a nilpotent algebra):

{Q, p} = 2q, {q, p} = 1 and {q,Q} = 0. (5.33)
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Similarly, introducing X = x2 and Y = y2 , we rewrite (5.29) as a quadratic Hamiltonian:

H =
p2
x + p2

y + p2
z

2µ
+
λmk(xpy − ypx)

2µ
+

(
λ2m2k2

8µ
+
k2

2

)
(x2 + y2)

−λkpz
2µ

(X + Y ) +
λ2k2

8µ
(X + Y )2 +

k2m2

2
. (5.34)

The EOM follow from this quadratic form on the step-3 nilpotent algebra:

{x, px} = 1, {X, px} = 2x, {x,X} = 0, {y, py} = 1, {Y, py} = 2y,

{y, Y } = 0 and {z, pz} = 1. (5.35)

This is similar to the formulation of the RR model in terms of the variables L and S , where

the Hamiltonian (5.98) is a quadratic form on a step-3 nilpotent Lie algebra. In this sense, the

RR model joins the harmonic and anharmonic oscillators, Maxwell and Yang-Mills theory in their

formulation in terms of quadratic Hamiltonians on nilpotent Lie algebras. As mentioned in [57],

this formulation may facilitate finding the spectrum of the Hamiltonian using the representation

theory of the underlying nilpotent group [37].

Dimensional analysis: Requiring that H, px,y,z and x, y, z have dimensions of energy,

momentum and length, we find that the parameters in (5.29) have the following dimensions2:

[µ] = M, [k] = M1/2T−1, [m] = L and [λ] = M1/2L−1. (5.37)

In particular in the classical theory, λ̃ = λm/
√
µ is the only independent dimensionless

combination and defines a nondimesional coupling constant. Since pz and Lz are conserved

quantities, from the structure of (5.29), the energy of any classical state can be expressed as

E =
p2
z

2µ
+
λmkLz
µ

+m2k2f(λ̃, p̃z, L̃z), (5.38)

for some function f of the three dimensionless variables λ̃, p̃z = pz/km
√
µ and L̃z =

Lz/km
2√µ . Here, m2k2 has dimensions of energy.

5.3 Quantum Rajeev-Ranken model

In this section, we study the quantum RR model by canonically quantizing the isotropic

anharmonic oscillator. Quantum anharmonic oscillators have been studied in various con-

texts and several results have been obtained in the literature. For instance, the Schrödinger

eigenvalue problem for the 1D quartic oscillator may be reduced [19] to the triconfluent Heun

equation ([0, 0, 16] in Ince’s classification, see Appendix E). The energy levels of this oscilla-

tor display remarkable analytic properties in the complex coupling constant plane [12]. Some

2However, this assignment of dimensions differs from that in the RR model [57] where m,R,P are di-

mensionless while

[k]RR = L−1 and [H]RR = L−2. (5.36)
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exact results are available for the N -dimensional isotropic sextic oscillator [23], but they do

not extend to the quartic version. Hill determinants have been used to numerically obtain

the spectrum of 1D anharmonic oscillators [13] as well as 2D isotropic quartic oscillator by

truncating a Frobenius series expansion [59]. However, we are not aware of any exact results

for the latter system. Here, we examine the analytic properties of the Schrödinger eigenvalue

problem that follows from treating the RR model as a 3D quartic oscillator and its weak and

strong coupling limits.

Even before formally quantizing the RR model, we may infer the possible dependence of

energy eigenvalues on parameters from dimensional analysis. From (5.37), since km2√µ has

dimensions of action, in the quantum theory ~̃ = ~/km2√µ is a second independent dimen-

sionless combination in addition to the classically present dimensionless coupling constant

λ̃ = λm/
√
µ . Thus, generalizing (5.38), the energy of any quantum state must be of the

form

E =
p2
z

2µ
+
λmkLz
µ

+m2k2g(λ̃, ~̃, πz, l), (5.39)

for some function g of the four dimensionless combinations λ̃, ~̃, πz = mpz/~ and l = Lz/~ .

Canonical quantization: To quantize the system in Cartesian coordinates we represent

the canonical momenta as differential operators:

p̂x = −i~∂x, p̂y = −i~∂y and p̂z = −i~∂z, (5.40)

those satisfying the canonical commutation relations [x, px] = [y, py] = [z, pz] = i~ . Thus the

Hamiltonian (5.29) becomes the operator

Ĥ =
1

2

[
p̂2
x + p̂2

y + p̂2
z

µ
+
λmkL̂z
µ

+

(
λ2m2k2

4µ
− λkp̂z

µ
+ k2

)
(x2 + y2)

+
λ2k2

4µ
(x2 + y2)2 + k2m2

]
. (5.41)

To facilitate separation of variables in the Schrödinger equation, we introduce cylindrical

coordinates (r, θ, z) and the corresponding momentum operators [31,46]

p̂r = −i~ 1√
r
∂r
√
r = −i~

(
∂r +

1

2r

)
, L̂z = p̂θ = −i~∂θ and p̂z = −i~∂z, (5.42)

which furnish a representation of the canonical commutation relations [r, pr] = [θ, pθ] =

[z, pz] = i~ . They are hermitian with respect to the inner product 〈φ|ψ〉 =
∫
φ∗ψ r dr dθ dz .

The Hamiltonian (5.41) then becomes:

Ĥ =
1

2µ

[
p̂2
r +

p̂2
θ − ~2

4

r2
+ p̂2

z

]
+
λmk

2µ
p̂θ+

(
λ2m2k2

8µ
− λkp̂z

2µ
+
k2

2

)
r2+

λ2k2

8µ
r4+

k2m2

2
. (5.43)

Notably, this Hamiltonian differs from the direct quantization of the classical cylindrical

Hamiltonian (5.30) by the addition of an attractive quantum ‘anti-centrifugal’ potential en-

ergy −~2/8µr2 [15] which cancels a similar term in p̂2
r = −~2 (∂2

r + (1/r)∂r − 1/4r2).
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The Hamiltonian (5.43) commutes with p̂z = −i~∂z and L̂z = p̂θ = −i~∂θ , so that all

three operators can be chosen to have common eigenstates. Hence, the θ - and z -dependence

of the energy eigenfunctions can be taken to be exp(ilθ) and exp (ipzz/~) leading to the

eigenfunction:

ψ = ρ(r) exp(ilθ) exp

(
ipzz

~

)
. (5.44)

Here, pz can be any real number while pθ = l~ , where l must be an integer on account of

the 2π -periodicity of θ . Separating variables in Ĥψ = Eψ , we arrive at a radial eigenvalue

problem

− ~2

2µ

(
ρ′′(r) +

1

r
ρ′(r)− l2

r2
ρ(r)

)
+ U(r)ρ =

(
E − p2

z

2µ
− ~lλmk

2µ
− k2m2

2

)
ρ, (5.45)

with the potential3

U(r) = αr2 + βr4 where α =
λ2m2k2

8µ
− λkpz

2µ
+
k2

2
and β =

λ2k2

8µ
. (5.46)

For the free particle case (k = 0), the potential U(r) is absent and (5.45) reduces to the

Bessel equation [11]. In this case, E − p2
z/2µ is simply the energy eigenvalue of the free

particle in the x-y plane (see Eq. (5.41)), so it must be ≥ 0 irrespective of the value of l .

It is convenient to separate out the free particle motion in the z -direction and define the

2D isotropic anharmonic oscillator Hamiltonian

Ĥ1 = Ĥ − p2
z

2µ
− ~lλmk

2µ
− k2m2

2
=

1

2µ

(
p̂2
r +

p̂2
θ − ~2

4

r2

)
+ U(r), (5.47)

with eigenvalue

E1 = E − p2
z

2µ
− ~lλmk

2µ
− k2m2

2
. (5.48)

We notice that the coefficient of the quartic term in U(r) (5.46) is positive (β > 0) while

that of the quadratic term (α) can have either sign. Thus the potential is either purely

convex or shaped like a Mexican-hat4. In either case, the spectrum of Ĥ1 is bounded below

and discrete.

5.3.1 Quantum RR model in terms of dimensionless variables

Assuming k,m 6= 0 (k = 0 corresponds to a free particle), we may re-write the Hamiltonian

(5.41) in terms of the dimensionless variables:

(x̃, ỹ, z̃) =
1

m
(x, y, z), p̃x,y,z =

px,y,z
km
√
µ

= −i~̃∂x̃,ỹ,z̃,

3Instead if we use the wave function (5.25), then this potential agrees (in units q = c = 1) with the

effective potential (5.27) obtained using the electromagnetic interpretation of Section 5.1. This confirms that

the effective potential in [57] has an error.
4However, the minima of the potential are not static solutions because of the pθ term in the Hamiltonian.

See Appendix F.
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λ̃ = λm/
√
µ and ~̃ = ~/km2√µ. (5.49)

Dividing (5.41) by k2m2/2 we get the dimensionless Hamiltonian

H̃ = p̃2
x + p̃2

y + p̃2
z + λ̃L̃z +

(
λ̃2

4
− λ̃p̃z + 1

)
(x̃2 + ỹ2) +

λ̃2

4
(x̃2 + ỹ2)2 + 1. (5.50)

Here L̃z = x̃p̃y−ỹp̃x . Similarly, the cylindrical coordinate Hamiltonian (5.43) may be written

in terms of dimensionless variables ( r̃ = r/m):

H̃ = −~̃2

[
∂2

∂r̃2
+

1

r̃

∂

∂r̃
+

1

r̃2

∂2

∂θ2
+

∂2

∂z̃2

]
− i~̃λ̃ ∂

∂θ
+

(
λ̃2

4
+ i~̃λ̃

∂

∂z̃
+ 1

)
r̃2 +

λ̃2

4
r̃4 + 1. (5.51)

The formulation in terms of dimensionless couplings will facilitate taking strong and weak

coupling limits in Section 5.3.2.

As before, using the symmetries of the Hamiltonian we separate variables in the energy

eigenvalue problem H̃ψ = Ẽψ (where Ẽ = 2E/k2m2 ) for the wavefunction

ψ = ρ(r̃) exp(ilθ) exp

(
ip̃z z̃

~̃

)
. (5.52)

Thus the eigenvalue problem becomes

− ~̃2

(
ρ′′(r̃) +

1

r̃
ρ′(r̃)− l2

r̃2
ρ(r̃)

)
+ Ũ(r̃)ρ =

(
Ẽ − p̃2

z − l~̃λ̃− 1
)
ρ, (5.53)

with the potential

Ũ(r̃) = α̃r̃2 + β̃r̃4 where α̃ =
λ̃2

4
− λ̃p̃z + 1 =

2α

k2
and β̃ =

λ̃2

4
=

2βm2

k2
. (5.54)

As in (5.47), we define a dimensionless Hamiltonian for the 2D anharmoic oscillator by

separating out the free particle motion in the z -direction:

H̃1 = H̃ − p̃2
z − l~̃λ̃− 1 = −~̃2

[
∂2

∂r̃2
+

1

r̃

∂

∂r̃
+

1

r̃2

∂2

∂θ2

]
+ Ũ(r̃), (5.55)

with eigenvalue

Ẽ1 = Ẽ − p̃2
z − l~̃λ̃− 1. (5.56)

Thus, the radial equation can be rewritten as

− ~̃2

(
ρ′′(r̃) +

1

r̃
ρ′(r̃)− l2

r̃2
ρ(r̃)

)
+ Ũ(r̃)ρ = Ẽ1ρ. (5.57)

Normalizability condition: From (5.52) and the inner product 〈φ|ψ〉 =
∫
φ∗ψ r dr dθ dz ,

we get the normalizability condition for radial bound states:

〈ρ|ρ〉 = m2

∫
r̃ρ2(r̃) dr̃ <∞. (5.58)

In particular, ρ(r̃) is normalizable provided it decays faster than 1/r̃ as r̃ → ∞ and grows

slower than 1/r̃ as r̃ → 0.
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5.3.2 Weak and strong coupling limits of the Schrödinger eigen-

value problem

As will be discussed in Section 5.3.3, the radial equations (5.45) and its dimensionless version

(5.57) are not solvable, in general, in terms of familiar functions. Here, we consider the weak

coupling and a suitably defined strong coupling limit of these radial equations. The energy

spectrum in the weak coupling limit is explicitly obtained. In the strong coupling limit, we

are able to find the dependence of energy levels on the wavenumber k . We use these results

to deduce dispersion relations for quantized continuous screw-type waves of the scalar field

theory in these limits.

Weak coupling limit: In the weak coupling limit λ̃ → 0, the Hamiltonian (5.50) reduces

to

H̃ = p̃2
x + p̃2

y + p̃2
z + x̃2 + ỹ2 + 1. (5.59)

By separating the free particle motion in the z -direction, we find that in the weak coupling

limit the above Hamiltonian reduces to that of a 2D harmonic oscillator with mass 1/2 and

angular frequency 2:

H̃1 = p̃2
x + p̃2

y + x̃2 + ỹ2. (5.60)

Thus we have the spectrum

Ẽ1λ̃→0
= (nx + ny + 1)2~̃, where Ẽ1λ̃→0

= Ẽ − p̃2
z − 1. (5.61)

Here, nx and ny are nonnegative integers. Re-expressing this in terms of dimensionful

variables we get the energy spectrum in the weak coupling limit:

lim
λ→0

E =
k2m2

2
+ (nx + ny + 1)

~ |k|
√
µ

+
p2
z

2µ
. (5.62)

The spectrum and the corresponding wavefunctions can also be obtained via the radial equa-

tion. In the weak coupling limit λ̃→ 0, the radial eigenvalue problem (5.53) becomes

− ~̃2

(
ρ′′(r̃) +

1

r̃
ρ′(r̃)− l2

r̃2
ρ(r̃)

)
+ r̃2ρ = Ẽ1λ̃→0

ρ. (5.63)

This radial equation is a special case of the confluent hypergeometric equation and can be

solved in terms of generalized Laguerre polynomials. The normalizability of the wavefunction

implies the spectrum:

Ẽ1λ̃→0
= 4|~̃|

(
n+
|l|+ 1

2

)
. (5.64)

In terms of dimensionful parameters, this agrees with (5.62), once we identify 2n + |l| with

nx + ny .

Strong coupling limit: We now consider a novel strong coupling limit of the radial equation

in dimensionless variables (5.57). We let λ̃, ~̃ → ∞ holding g̃ = λ̃/~̃ and p̃z finite, so that
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all terms on the LHS of (5.57) grow like λ̃2 . To get a nontrivial eigenvalue problem in this

limit, we focus on eigenvalues Ẽ1 that grow quadratically with λ̃ and consequently define

Ẽ2 = Ẽ1/λ̃
2 . In the anharmonic oscillator, p̃z is the dimensionless conserved z -component

of momentum and can take any real value. However, in the context of the RR model,

p̃z =
pz

km
√
µ

=
kP3

km
√
µ

=
λ̃

2m2
(2c−m2) +

1

λ̃µ
. (5.65)

To keep p̃z finite in this strong coupling limit, the Casimirs c and m must be chosen so that

2c − m2 → 0, in such way that λ̃(2c − m2) approaches a finite limit. Holding p̃z finite in

this limit, ensures that the k -dependence drops out and the radial equation in the strong

coupling limit becomes:

ρ′′(r̃) +
1

r̃
ρ′(r̃)−

(
l2

r̃2
+
g̃2

4

(
r̃2 + r̃4

)
− g̃2Ẽ2

)
ρ(r̃) = 0. (5.66)

The corresponding Hamiltonian (5.50) in this strong coupling limit is given by

H̃

~̃2
= −

(
∂2

∂x̃2
+

∂2

∂ỹ2

)
− ig̃

(
x̃
∂

∂ỹ
− ỹ ∂

∂x̃

)
+
g̃2

4
(x̃2 + ỹ2 + (x̃2 + ỹ2)2). (5.67)

It follows that the finite rescaled energy eigenvalue in this strong coupling limit Ẽ2(g̃, l) is

independent of k . Thus, in this strong coupling limit, the nontrivial dimensionless energy

eigenvalues Ẽ ∼ λ̃2Ẽ2(g̃, l) + l~̃λ̃+ p̃2
z + 1 must diverge quadratically in λ̃ with the last two

terms being sub-leading. Finally, the original (dimensionful) energy (see Eq. (5.53)) E is

Estrong =
k2m2

2
Ẽ ∼ k2m2

2
~̃2

(
g̃2Ẽ2(g̃, l) + g̃l +

p̃2
z + 1

~̃2

)
=

~2

2µm2

(
g̃2Ẽ2(g̃, l) + g̃l +

p̃2
z + 1

~̃2

)
. (5.68)

Thus, in the strong coupling limit (~, λ→∞), the energy E is quadratically divergent but

has no leading dependence on k . Thus, unlike in the weak coupling limit (λ→ 0) where we

found Eλ→0 = m2k2/2 + (nx + ny + 1)(~|k|/√µ) + p2
z/2µ (5.62), at strong coupling we find

2µm2(Estrong/~2) ∝ k0 .

Though k does not play the role of a wavenumber in the nonrelativistic quartic oscillator

(5.43), it is a wavenumber in the screw-type wave solutions of the scalar field theory φ =

eKxR(t)e−Kx + mKx with K = ikσ3/2. Thus, the above E -k relations may be regarded

as dispersion relations for quantized screwons in the weak and strong coupling limits. The

term p2
z/2µ in Eλ→0 is a constant addition to the energy of the oscillator. However, in the

RR model, it depends on both k and λ :

p2
z

2µ
=
k2

2µ

(
λ

2
(2c−m2) +

1

λ

)2

, (5.69)

and is seen to be a divergent constant in the weak coupling limit λ→ 0. But the difference

E − (p2
z/2µ), has a finite limit:

lim
λ→0

(E − (p2
z/2µ)) = m2k2/2 + (nx + ny + 1)(~|k|/√µ). (5.70)
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The quadratic m2k2/2 term is also a constant (independent of x and t) addition to the

relativistic energy per unit length of screwons. Indeed, it arises when the screwon ansatz

φ = eKxR(t)e−Kx + mKx is inserted in the field energy density (1/2)(φ̇2 + φ′2). The term

linear in k in (5.70) is like the more conventional linear dispersion relation for free relativistic

particles.

Remark: To ensure that p̃z (see Eq. (5.69)) is finite, we need to impose the condition 2c−m2 → 0

among the Casimirs. Thus, taking this strong coupling limit effectively restricts the dynamics of

the model to a special submanifold of the phase space on which the coordinates satisfy the relation:

L2
1 + L2

2

k2
= −2S3

kλ
. (5.71)

Given the Casimirs c and m , the dynamics is confined to a 3D submanifold labelled by S1,2 and

r =
√
L2

1 + L2
2/k .

In the strong coupling limit (λ̃, ~̃ → ∞ , holding p̃z fixed), the terms involving z̃ are

sub-leading compared to those involving x̃ and ỹ (it is an anisotropic limit) and we get the

Hamiltonian

H̃2 = H̃/~̃2 = P̃ 2
x + P̃ 2

y + g̃P̃θ +
g̃2

4

(
x̃2 + ỹ2 + (x̃2 + ỹ2)2

)
. (5.72)

Here P̃x = p̃x/~̃ = −i∂/∂x̃ , P̃y = p̃y/~̃ = −i∂/∂ỹ and P̃θ = x̃P̃y− ỹP̃x with the commutation

relations:

[x̃, P̃x] = i and [ỹ, P̃y] = i. (5.73)

Thus, the strong coupling limit of the theory is an anisotropic scaling limit resulting in a

dimensional reduction to a 2D quartic anharmonic oscillator with an additional term propor-

tional to the conserved angular momentum. Having arrived at the strong coupling limit, we

may further send g̃ → 0 resulting in a free particle moving on a plane. On the other hand,

when g̃ → ∞ , the potential energy dominates in a manner similar to the strong coupling

limit (λ̃ → ∞) of the ~̃ → 0 classical theory. It is noteworthy that the classical model has

only one coupling λ̃ , and its strong coupling limit is defined as the one where λ̃ → ∞ . In

this strong coupling limit, the potential energy (λ̃2/4)(x̃2 + ỹ2 + (x̃2 + ỹ2)2) becomes the

dominant term in the dimensionless classical Hamiltonian H̃1 = H̃ − p̃2
z − λ̃p̃z − 1 (see Eq.

(5.55)). Unlike this classical strong coupling limit, our quantum strong coupling limit has a

dimensionless free parameter g̃ . Moreover, the strong coupling limit of the quantum theory

is incompatible with this classical limit ( ~̃→ 0) since in the former ~̃→∞ .

5.3.3 Properties of the radial Schrödinger equation

We now use Ince’s classification (see Appendix E) to discuss some properties of the second

order radial eigenvalue problem (5.57). The latter and its strong coupling limit (5.66) are

both of type [0, 1, 16] . This means they have two singular points: the regular point r̃ = 0

and the irregular point r̃ = ∞ which has rank 3 since K1 = −1 and K2 = 4 in Eq. (E.4).

The rank 3 irregular singularity at ∞ can be thought of as having being formed by the
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coalescence of four nonelementary regular singular points. Thus, we may regard our radial

equations as confluent forms of a differential equation with 10 elementary regular singularities

([10, 0, 0]) or of what is sometimes called a generalized Lamé equation of type [0, 5, 0] [16].

In particular, our radial equations cannot, in general, be solved in terms of hypergeometric,

Heun or Lamé functions or their confluent forms.

By contrast, the weak coupling limit of (5.57)

− ~̃2

(
ρ′′(r̃) +

1

r̃
ρ′(r̃)− l2

r̃2
ρ(r̃)

)
+ r̃2ρ = Ẽ1λ→0

ρ (5.74)

is an equation of type [0, 1, 14] . The rank of the irregular singularity at r̃ = ∞ in this

equation can be reduced from 2 to 1 by the substitution r̃2 = x , resulting in an equation of

type [0, 1, 12] . It is noteworthy that the confluent hypergeometric equation is also of type

[0, 1, 12] . Not surprisingly, (5.74) can be solved in terms of generalized Laguerre polynomials

which are special cases of the confluent hypergeometric function.

Returning to the radial equation (5.57), for large values of r̃ , the method of dominant

balance [11] gives the asymptotic behaviour

ρ(r̃) ∼ exp

−
√
β̃

~̃

(
r̃3

3
+
α̃r̃

2β̃

) r̃−3/2a(r̃), where a(r̃) ∼ O(1) as r̃ →∞. (5.75)

As noted in (E.5), the rank (three) of the singularity at ∞ determines the dominant asymp-

totic behaviour. The same asymptotic behaviour also arises in the strong coupling limit of

Section 5.3.2, where α̃/β̃ → 1 and

√
β̃/~̃ → g̃/2. See Appendix G for the details of the

asymptotic behaviour in the strong coupling limit.

Now we turn to the behaviour of (5.57) around the regular singularity r̃ = 0. The

Frobenius series ρ(r̃) = r̃η
∑∞

n=0 ρnr̃
n leads to the exponents η1,2 = ±l (see (E.3)). The

condition (5.58), that the wavefunction be normalizable restricts us to η = η1 . In general

ρn satisfy a four-term recurrence relation. The formulae are somewhat shorter in the strong

coupling limit, where we get (see Appendix H)

ρ1 = 0, ρ2 =
−g̃2Ẽ2

4l + 4
ρ0, ρ3 = 0, (8l + 16)ρ4 =

g̃2

4
ρ0 − g̃2Ẽ2ρ2, ρ5 = 0,

and (2nl + n2)ρn + g̃2Ẽ2ρn−2 −
g̃2

4
(ρn−4 − ρn−6) = 0, for n = 6, 8, . . . , (5.76)

with ρodd = 0. By contrast, one has two- and three-term recurrence relations for the hyperge-

ometric and Heun equations [36]. We observe that the number of terms t in these recurrence

relations is related to the number of elementary singularities in the parent equations of type

[e, 0, 0] via t = (e− 2)/2.
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5.4 Separation of variables and the WKB

approximation

Here we consider the semiclassical approximation of the quantum RR model. We separate

variables in the Hamilton-Jacobi equation and obtain the WKB quantization condition in an

implicit form. In the weak coupling limit the spectrum from the WKB quantization condition

agrees with that obtained previously. It remains to estimate the spectrum for other values

of the coupling λ .

5.4.1 Hamilton-Jacobi equation

The Hamilton-Jacobi (HJ) equation St +H(q, ∂S/∂q) = 0, for the Rajeev-Ranken model is

most easily analysed in cylindrical Darboux coordinates. Putting S = W − Et , we get the

time-independent HJ equation from (5.30):

1

2µ

[
(∂rW)2 +

1

r2
(∂θW)2 + (∂zW)2

]
+
λmk

2µ
∂θW +

(
λ2m2k2

8µ
− λk

2µ
∂zW +

k2

2

)
r2

+
λ2k2r4

8µ
+
k2m2

2
= E. (5.77)

Supposing that W(r, θ, z) = W (r) +Wθ(θ) +Wz(z), the HJ equation becomes

1

2µ

[
W ′(r)2 +

1

r2
W ′
θ(θ)

2 +W ′
z(z)2

]
+
λmk

2µ
W ′
θ +

(
λ2m2k2

8µ
− λk

2µ
W ′
z +

k2

2

)
r2

+
λ2k2r4

8µ
+
k2m2

2
= E. (5.78)

From (5.30), we notice that θ and z are cyclic coordinates so the momenta pθ = ∂θW and

pz = ∂zW are constants of motion. Thus, we must have (using (5.46))

W ′
θ(θ) = pθ, W ′

z(z) = pz and
1

2µ

(
W ′(r)2 +

p2
θ

r2

)
+αr2 +βr4 = E− p2

z

2µ
− λpθmk

2µ
− k

2m2

2
,

(5.79)

for separation constants pθ and pz , which can have either sign. Changing variables to s = r2 ,

W (r) is expressed as an elliptic integral:

W (r =
√
s) = ±

∫ √s ds
2s

√
2µ(Es− αs2 − βs3)− (p2

z + λpθmk + k2m2µ)s− p2
θ. (5.80)

Thus, it is possible to separate variables and obtain a complete solution of the HJ equation

involving three separation constants E, pθ and pz . This is perhaps not surprising since the

EOM can be solved in terms of Weierstrass elliptic functions [57].
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5.4.2 WKB approximation

Here, we find the WKB quantization condition for the energy spectrum of the RR model

(5.43). For this purpose, it is convenient to separate variables in cylindrical coordinates

using the factorized wavefunction:

ψ(r, θ, z) =
%(r)√
r

exp

(
ipθθ

~

)
exp

(
ipzz

~

)
. (5.81)

Division by
√
r ensures that the radial equation formally looks like the Schrödinger eigenvalue

problem for a particle on the positive half line subject to the potential Ueff :

−~2

2µ
%′′ + Ueff% =

(
E − p2

z

2µ
− pθλmk

2µ
− k2m2

2

)
%, where Ueff = U(r) +

γ

r2
(5.82)

with γ = (~2/2µ)(p2
θ/~2 − 1/4). Here, U(r) = αr2 + βr4 is the potential from (5.46). We

look for radial eigenfunctions of the form %(r) = exp (iW (r)/~). Substituting in (5.82) gives

i~W ′′(r)−W ′(r)2 + p(r)2 = 0, where p(r)2 = 2µ

(
E − p2

z

2µ
− pθλmk

2µ
− k2m2

2
− Ueff

)
.

(5.83)

We now do a semiclassical expansion of W and E :

W (r) = W0 + ~W1 + · · · and E = E(0) + ~E(1) + · · · . (5.84)

At O(~0), we obtain

W0(r) = ±
∫ r

dr

[
2µE(0) − p2

z − pθλmk − k2m2µ− 2µ(αr2 + βr4)− p2
θ

r2

]1/2

, (5.85)

while at O(~) we get W ′
1 = ((iW ′′

0 /2)+µE(1))/W ′
0 . W0 agrees with Hamilton’s characteristic

function (5.80) upon changing variables to s = r2 . Requiring %(r) ∼ exp (iW0/~) to be

singlevalued, we obtain the quantization condition∫ rmax

rmin

dr

[
2µE(0) − p2

z − pθλmk − k2m2µ− 2µ(αr2 + βr4)− p2
θ

r2

]1/2

= nπ~, (5.86)

where the radial quantum number n is a (large) integer. Here, rmin < rmax are the positive

zeros of the quartic polynomial lim~→0 p(r)
2 , enclosing the classically allowed interval (there

can only be one such interval). Similarly, for ψ to be singlevalued on the circle we must have

pθ = l~ for a large integer l . The quantization condition (5.86) leads to an elliptic integral,

but we have not been able to invert it to explicitly obtain the semiclassical spectrum other

than in the weak coupling limit.

Weak coupling limit: When λ → 0, α = k2/2, β = 0 and the quantization condition

(5.86) simplifies to a trigonometric integral (here s = r2 )∫ smax

smin

ds

2s

√
as2 + bs+ c = nπ~, (5.87)
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where

a = −k2µ, b = 2µE1 = 2µ

(
E(0) − p2

z

2µ
− k2m2

2

)
and c = −p2

θ. (5.88)

Notice that a < 0, b > 0 (2µ × energy of the 2D anharmonic oscillator at weak coupling)

and c < 0. Using this, the turning points are the roots of as2 + bs+ c = 0:

smin,max =
1

k2

[
E1 ∓

√
∆

2µ

]
> 0, where ∆ = b2 − 4ac = 4µ2

(
E2

1 −
k2p2

θ

µ

)
. (5.89)

The RHS of (5.89) is to be interpreted in the classical limit, where commutators and other

terms of O(~) are ignored. To get the allowed energy levels, we evaluate the LHS of (5.87)

using Eq. 2.267(1) of [30]:∫ smax

smin

ds

2s

√
as2 + bs+ c =

π

2

(√
µ

|k|
E1 − |pθ|

)
. (5.90)

This leads to the spectrum

E1 ≈ 2

(
n+
|pθ|
2~

)
~|k|
√
µ

where pθ = l~ for l, n� 1. (5.91)

This weak coupling semiclassical result agrees with the previously obtained exact spectrum

in the weak coupling limit E1 = (nx + ny + 1)~|k|/√µ (5.62), if we identify nx + ny with

2n+ |l| [54] for pθ/~ = l a large integer.

5.5 Unitary representation of nilpotent Lie algebra

Here we exploit the canonical quantization of the RR model in Darboux coordinates (Ra, kPa)

(see Section 5.3) to obtain a representation of the Poisson algebra of the L-S variables of

the model. Classically, the latter satisfy the step-3 nilpotent Poisson brackets5

{La, Lb} = 0, {Sa, Sb} = λεabcLc and {Sa, Lb} = −εabcKc. (5.92)

To relate these to the Darboux coordinates, recall that

L = [K,R] +mK and S = Ṙ +
K

λ
, (5.93)

where K = ikσ3/2. Introducing kP1,2 = Ṙ1,2 ± λmkR2,1/2 and kP3 = Ṙ3 + λk(R2
1 +R2

2)/2,

in component form we have,

L1 = kR2, L2 = −kR1, L3 = −mk, K1,2 = 0, K3 = −k
5Interestingly, the classical equations of motion of the RR model can be interpreted as Euler equations

for this nilpotent Lie algebra. Notably, the EOM may also be interpreted as Euler equations for a centrally

extended Euclidean algebra, which we obtained by comparing them with the Kirchhoff’s equations. (See

Appendices B and C for details.)
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S1 = kP1 −
λ

2
mkR2, S2 = kP2 +

λ

2
mkR1 and S3 = kP3 −

k

λ
− λk

2
(R2

1 +R2
2). (5.94)

In the quantum theory, we wish to represent L, S and K as hermitian operators on a

Hilbert space obeying the commutation relations obtained by the replacement {A,B} →
(1/i~)[A,B] :

[La, Lb] = 0, [Sa, Sb] = i~λεabcLc, and [Sa, Lb] = −i~εabcKc. (5.95)

More explicitly, the nonzero commutation relations among the generators are:

[L1, S2] = −i~K3, [L2, S1] = i~K3, [S1, S2] = i~λL3,

[S1, S3] = −i~λL2 and [S2, S3] = i~λL1. (5.96)

We now exploit our physical interpretation of the RR model as an anharmonic oscillator to

discover a unitary representation of this nilpotent Lie algebra. Indeed, using the canonical

Schrödinger representation of Ra and kPa (5.40) and the relations (5.94) we are led to the

following representation

L1 = ky, L2 = −kx, L3 = −mkI, K1,2 = 0, K3 = −kI

S1 = −i~ ∂
∂x
− λ

2
mky, S2 = −i~ ∂

∂y
+
λ

2
mkx and

S3 = −i~ ∂
∂z
− k

λ
I − λk

2
(x2 + y2), (5.97)

where I is the identity. These hermitian operators on the Hilbert space L2(R3
xyz) give us an

infinite-dimensional unitary representation of the nilpotent algebra (5.95).

The dynamics of the quantum RR model is specified by the hermitian and positive Hamil-

tonian

H =
S2
a + L2

a

2
+
kS3

λ
+

k2

2λ2
=

1

2

[(
S − K

λ

)2

+ L2

]
, (5.98)

which is a quadratic form on this Lie algebra. Using the above commutation relations (5.95),

we find the quadratically nonlinear Heisenberg equations of motion:

Ṡa =
1

i~
[Sa, H] = λεabcSbLc and L̇a =

1

i~
[La, H] = εabcKbSc. (5.99)

Reducibility of representation: As in the classical theory, L3 = −mk and ck2 = (L2
1 +

L2
2 + L2

3)/2 + kS3/λ are Casimir operators of the nilpotent commutator algebra (5.95). We

may represent them as differential operators on L2(R3
xyz):

L3 = −mkI and ck2 =

(
k2m2

2
− k2

λ2

)
I − i~k

λ

∂

∂z
. (5.100)

Evidently, L3 is a multiple of the identity while ck2 is essentially ∂z . These commute with all

the operators in (5.97) as the latter do not involve the coordinate z . Thus the representation
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(5.97) is reducible with invariant subspaces given by the simultaneous eigenspaces of L3 and

c . The latter carry sub-representations labelled by the eigenvalues of L3 and ck2 . The

eigenvalue problem for ck2[
−i~k

λ

∂

∂z
+

(
m2k2

2
− k2

λ2

)
I

]
ψ(x, y, z) =

kpz
λ
ψ(x, y, z), (5.101)

leads to the eigenfunctions ψ(x, y, z) = F (x, y) exp(ipzz/~) corresponding to the eigenvalue

kpz/λ . Thus, the representation decomposes as a direct sum of sub-representations labelled

by the two real numbers m and pz . Since F (x, y) is an arbitrary function, these sub-

representations on L2(R2
xy) are infinite dimensional with the generators represented as:

L1 = ky, L2 = −kx, L3 = −mkI, K3 = −kI
S1 = −i~ ∂

∂x
− λ

2
mky, S2 = −i~ ∂

∂y
+
λ

2
mkx and

S3 =

(
pz −

k

λ

)
I − λk

2
(x2 + y2), (5.102)

which continue to satisfy the step-3 nilpotent Lie algebra (5.96). Since there are no additional

Casimirs, (5.102) now furnishes a unitary irreducible representation of (5.96).



Chapter 6

Discussion

In this thesis we have discussed the dynamics and integrability of a mechanical system de-

scribing a class of nonlinear screw-type wave solutions of a scalar field theory dual to the

1+1D SU(2) principal chiral model (PCM). Unlike the PCM, this dual scalar field theory

has a positive beta function and could serve as a toy model to study strongly coupled field

theories with a perturbative Landau pole. Recently, Rajeev and Ranken found a class of

classical nonlinear wave solutions of this field theory. These novel screw-type continuous

waves could play a role similar to solitary waves in other field theories. They defined a con-

sistent reduction of the field theory to this nonlinear wave sector, which is described by a

mechanical system with three degrees of freedom [57]. We call this mechanical system the

Rajeev-Ranken model.

In Chapter 1, we motivated the study of the Rajeev-Ranken model starting from its field

theoretic precursors and also summarized the major results of this thesis. In Chapter 2,

we introduced the Rajeev-Ranken (RR) model as a consistent reduction of the pseudodual

scalar field theory. We discussed the Hamiltonian and Lagrangian formulations of the PCM

and its dual field theory. Furthermore, we compared their current algebras which are a semi-

direct product of an su(2) and an abelian algebra and a nilpotent current algebra. Finally,

we obtained a consistent mechanical reduction of the scalar field theory by restricting it

to the sector of nonlinear screw-type wave solutions. In Chapter 3, we investigated some

integrable features of the classical RR model. The Liouville integrability of the model was

discussed using Lax pairs and r -matrices leading to a complete set of conserved quantities in

involution. Moreover, we found a Poisson pencil associated with the model. In Chapter 4, we

discussed the structure of the phase space, obtaining a foliation by invariant tori of various

dimensions. We classified all possible common level sets of conserved quantities and analyzed

the nature of dynamics on them. We also found a set of action-angle variables for the Rajeev-

Ranken model. In Chapter 5, we discussed aspects of the quantum Rajeev-Ranken model

by interpreting it as a quartic oscillator. This viewpoint helped us to quantize the model

and separate variables in the Schrödinger equation. We analyzed the corresponding radial

equation in a weak and a novel strong coupling limit to understand the properties of the

quantized nonlinear wave. A more detailed summary of the results obtained in this thesis
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may be found in Section 1.2.

While working on the dynamics and integrability of the RR model, we wrote an expository

article on the idea of Lax pairs and zero curvature representations in classical mechanical

and continuum wave systems [40, 41, 42]. In this article, we explain the idea of realizing a

nonlinear evolution equation as a compatibility condition between a pair of linear equations

by considering the examples of the harmonic oscillator, Toda chain [26, 34], Eulerian rigid

body [33, 44], Rajeev-Ranken model [38, 39, 43], KdV equation [28, 49, 60] and the nonlinear

Schrödinger equation [25, 62, 63]. This introductory article can serve as a stepping stone to

the vast literature on the theory of integrable systems [1, 18,20,22,25,50,53].

Comparison with other models and further directions for research: Comparing and

contrasting the RR model and its parent scalar field theory with other (possibly integrable)

mechanical systems and field theories is instructive and can help in discovering new features

of these models. For instance, we were able to find a new Hamiltonian formulation for

the Neumann model, which is an integrable system, by comparing it with the RR model.

Moreover, we found a kinship between the EOM of the RR model and the Kirchhoff equations.

The latter too is integrable and describes the motion of a rigid body in an ideal fluid. On the

other hand, the parent scalar field theory can be viewed as a large level weak coupling limit

of the 1+1D WZW model or as a pseudodual of the SU(2) principal chiral model. Comparing

these models has and could continue to be instructive.

There are several directions of research which arise from this work. To begin with, there

are classical aspects of the model that are yet to be addressed. For instance, we have not yet

identified a bi-Hamiltonian formulation of the model. It would also be desirable to find an

algebraic-geometric formulation based on the spectral curve and Jacobian [9]. This should

give an alternate approach for obtaining the r -matrix of the model via the associated loop

group. In addition, this approach should help in relating our Poisson bracket formulation to

the Kostant-Kirillov bracket on the dual of the Lie algebra associated with the loop group.

In another direction, bilinearization of the EOM of the scalar field theory in the sense of

Hirota could help in discovering other classes of solutions. The study of the stability of

various types of solutions of the model also needs further attention. The analysis of the

quantum Rajeev-Ranken model is far from complete. A more detailed understanding of the

spectrum of excitations is desirable. Going beyond our canonical quantization, we would

like to explore quantum R-matrices and path integral approaches to the quantum theory.

The connection between the strong coupling limit and sub-Riemannian geometry (and its

quantum counterpart) pointed out in [57] is another possible direction for research. Finally,

the possible extension of some of our results from the mechanical reduction to the scalar field

theory is an interesting but challenging task.



Appendix A

Compairson with the Neumann model

The EOM (2.23) and Lax pair (3.21) of the RR model have a formal structural similarity with

those of the (N = 3) Neumann model. The latter describes the motion of a particle on SN−1

subject to harmonic forces with frequencies a1, · · · , aN [9]. In other words, a particle moves

on SN−1 ⊂ RN and is connected by N springs, the other ends of which are free to move on

the N coordinate hyperplanes. The EOM of the Neumann model follow from a symplectic

reduction of dynamics on a 2N dimensional phase space with coordinates x1, · · · , xN and

y1, · · · , yN . The canonical PBs {xk, yl} = δkl and Hamiltonian

H =
1

4

∑
k 6=l

J2
kl +

1

2

∑
k

akx
2
k (A.1)

lead to Hamilton’s equations

ẋk = −Jklxl and ẏk = −Jklyl − akxk (no sum over k ). (A.2)

Here, Jkl = xkyl − xlyk is the angular momentum. Introducing the column vectors Xk = xk
and Yk = yk and the frequency matrix Ω = diag(a1, · · · , aN), Hamilton’s equations become

Ẋ = −JX and Ẏ = −JY − ΩX. (A.3)

It is easily seen that X tX is a constant of motion. Moreover, the Hamiltonian and PBs are

invariant under the ‘gauge’ transformation (X, Y ) → (X, Y + εX) for ε ∈ R . Imposing the

gauge condition X t(Y + ε(t)X) = 0 along with X tX = 1 allows us to reduce the dynamics

to a phase space of dimension 2(N − 1). If we define the rank 1 projection P = XX t then

J = XY t − Y X t and P are seen to be gauge-invariant and satisfy the evolution equations

J̇ = [Ω, P ] and Ṗ = [P, J ]. (A.4)

The Hamiltonian (A.1) in terms of J, P and Ω becomes

HNeu = tr

(
−1

4
J2 +

1

2
ΩP

)
. (A.5)
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The PBs following from the canonical x-y PBs

{Jkl, Jpq} = δkqJpl − δplJkq + δqlJkp − δkpJql,
{Pkl, Jpq} = δkqPpl − δplPkq + δqlPkp − δkpPql and {Pkl, Ppq} = 0 (A.6)

and the Hamiltonian (A.5) imply the EOM (A.4). This Euclidean Poisson algebra is a semi-

direct product of the abelian ideal spanned by the P ’s and the simple Lie algebra of the

J ’s.

Notice the structural similarity between the equations of the RR model (2.23) and those

of the Neumann model (A.4). Indeed, under the mapping (L, S,K, λ) 7→ (J, P,Ω, 1), the

EOM (2.23) go over to (A.4). The Lax pair for the Neumann model [9]

L(ζ) = −Ω +
1

ζ
J +

1

ζ2
P and M(ζ) =

1

ζ
P with L̇ = [M,L] (A.7)

and that of the RR model Aε(ζ) = −K+L/ζ+S/(λζ2) and B(ζ) = S/ζ (3.21) are similarly

related for λ = 1. Despite these similarities, there are significant differences.

(a) While L and S are Lie algebra-valued traceless anti-hermitian matrices, J and P are

a real anti-symmetric and a real symmetric rank-one projection matrix. Furthermore, while

K is a constant traceless anti-hermitian matrix ((ik/2)σ3 for su(2)), the frequency matrix

Ω is diagonal with positive entries.

(b) The Hamiltonian (A.5) of the Neumann model also differs from that of our model

(3.1) as it does not contain a quadratic term in P . However, the addition of (1/4) tr P 2 to

(A.5) would not alter the EOM (A.4) as tr P 2 is a Casimir of the algebra (A.6).

(c) The PBs (A.6) of the Neumann model bear some resemblance to the Euclidean PBs

(3.8) of the RR model expressed in terms of the real anti-symmetric matrices S̃ and L̃ of

Section 3.1.1. Under the map (L̃, S̃, λ) 7→ (J, P, 1), the PBs (3.8) go over to (A.6) up to

an overall factor of −1/2. On the other hand, if we began with the {L̃kl, S̃pq}ε PB implied

by (3.8) and then applied the map, the resulting {J, P} PB would be off by a couple of

signs. These sign changes are necessary to ensure that the J -P PBs respect the symmetry

of P as opposed to the anti-symmetry of S̃ . This also reflects the fact that the symmetry

{S̃kl, L̃pq} = {L̃kl, S̃pq} is not present in the Neumann model: {Jkl, Ppq} 6= {Pkl, Jpq} .
(d) Though both models possess nondynamical r -matrices, they are somewhat different

as are the forms of the fundamental PBs among Lax matrices. Recall that the FPBs and

r -matrix (3.25) of the RR model, say, for the Euclidean PBs are (here, k, l, p, q = 1, 2):

{Aε(ζ) ⊗, Aε(ζ
′)}ε = [rε(ζ, ζ

′), Aε(ζ)⊗ I + I ⊗ Aε(ζ ′)] and rε(ζ, ζ
′)klpq = − λ δkqδlp

2(ζ − ζ ′)
.

(A.8)

This r -matrix has a single simple pole at ζ = ζ ′ . On the other hand, the FPBs of the

Neumann model may be expressed as a sum of two commutators

{L(ζ) ⊗, L(ζ ′)} = [r12(ζ, ζ ′), L(ζ)⊗ I]− [r21(ζ ′, ζ), I ⊗ L(ζ ′)]. (A.9)
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The corresponding r -matrices have simple poles at ζ = ±ζ ′ (here, k, l, p, q = 1, · · · , N ):

r12(ζ, ζ ′)klpq = − δkqδlp
ζ − ζ ′

− δklδpq
ζ + ζ ′

and r21(ζ ′, ζ)klpq = − δkqδlp
ζ ′ − ζ

− δklδpq
ζ ′ + ζ

6= −r12(ζ, ζ ′)klpq.

(A.10)

Note that the anti-symmetry of (A.9) is guaranteed by the relation r12(ζ, ζ ′)klpq = r21(ζ, ζ ′)lkqp .

New Hamiltonian formulation for the Neumann model: An interesting consequence

of our analogy is a new Hamiltonian formulation for the Neumann model inspired by the

nilpotent RR model PBs (3.7). Indeed, suppose we take the Hamiltonian for the Neumann

model as

H = HNeu +
1

4
tr P 2 = tr

(
−1

4
J2 +

1

2
ΩP +

1

4
P 2

)
(A.11)

and postulate the step-3 nilpotent PBs,

{Pkl, Jpq}ν = −δkqΩpl + δplΩkq − δqlΩkp + δkpΩql,

{Pkl, Ppq}ν = δkqJpl − δplJkq − δqlJkp + δkpJql and {Jkl, Jpq}ν = 0, (A.12)

then Hamilton’s equations reduce to the EOM (A.4). These PBs differ from those obtained

from (3.7) via the map (L̃, S̃, K̃, λ) 7→ (J, P,Ω, 1) by a factor of 1/2 and a couple of signs in

the {P, P}ν PB. As before, these sign changes are necessary since P is symmetric while S̃ is

anti-symmetric. It is straightforward to verify that the Jacobi identity is satisfied: the only

nontrivial case being {{P, P}, P}+cyclic = 0 where cancellations occur among the cyclically

permuted terms. In all other cases the individual PBs such as {{P, J}, J} are identically

zero. Though inspired by the su(2) case of the RR model, the PBs (A.12) are applicable to

the Neumann model for all values of N .



Appendix B

Relation to Kirchhoff’s equations and

Euler equations

Kirchhoff’s equations govern the evolution of the momentum ~P and angular momentum
~M (in a body-fixed frame) of a rigid body moving in an incompressible, inviscid potential

flow [47]. Here, ~P and ~M satisfy the Euclidean e(3) algebra:

{Ma,Mb} = εabcMc, {Pa, Pb} = 0 and {Ma, Pb} = εabcPc. (B.1)

The Hamiltonian takes the form of a quadratic expression in ~P and ~M [21]:

2H =
∑

aiM
2
i +

∑
bij(PiMj +MiPj) +

∑
cijPiPj. (B.2)

The resulting equations of motion are

~̇P = ~P × ∂H

∂ ~M
and ~̇M = ~P × ∂H

∂ ~P
+ ~M × ∂H

∂ ~M
. (B.3)

Now taking ai = 1, bij = 0 and cij = δij and using the map ~M 7→ −~L and ~P 7→ ~S− ~K/λ , we

see that the Hamiltonian of the Kirchhoff model reduces to that of the Rajeev-Ranken model

(3.1). However, unlike in the Kirchhoff model, L and S̃ = S −K/λ in the Rajeev-Ranken

model satisfy a centrally extended e(3) algebra following from Eq. (3.4):

{La, Lb} = −λεabcLc, {S̃a, S̃b} = 0 and {La, S̃b} = −λεabc
(
S̃c +

Kc

λ

)
. (B.4)

Thus, the equations of motion of the Rajeev-Ranken model (2.23) differ from those of the

Kirchhoff model (B.3). Nevertheless, this formulation implies that the equations of the

Rajeev-Ranken model may be viewed as Euler-like equations for a centrally extended Eu-

clidean algebra with the quadratic Hamiltonian H = (L2 + S̃2)/2.

Alternatively, if we use the dictionary ~M 7→ −~L and ~P 7→ ~S , then the Poisson algebras

of both models are the same e(3) algebra. The differences in their equations of motion may

now be attributed to the linear term ~K · ~S/λ in the Rajeev-Ranken model Hamiltonian (3.1),

which is absent in (B.2). For more on the Kirchhoff model, its variants and their integrable

cases, see for instance [14,21,58].
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Appendix C

RR equations as Euler equations for a

nilpotent Lie algebra

The equations of motion of the RR model L̇ = [K,S] and Ṡ = λ[S, L] may be viewed

as the Euler equations for a nilpotent Lie algebra. Indeed, they follow from the quadratic

Hamiltonian

H =
(S −K/λ)2 + L2

2
, (C.1)

and the step-3 nilpotent Poisson brackets n3 :

{La, Lb} = 0, {Sa, Sb} = λεabcLc, {Sa, Lb} = −εabcKc and

{Ka, Kb} = {Ka, Lb} = {Kb, Sb} = 0. (C.2)

This algebra is a central extension by the generators Ka of the step-2 nilpotent algebra

n2 : {La, Lb} = 0, {Sa, Sb} = λεabcLc, {Sa, Lb} = 0. (C.3)

The La form an abelian ideal of this latter algebra with three-dimensional abelian quotient

n2/l which is generated by Sa . As before, we take K3 = −k,K1,2 = 0 so that n3 is seven-

dimensional with generators (La, Sa) and the identity I . The Hamiltonian is a quadratic

form on this Lie algebra. If we use the basis La, S̃a = Sa−Ka/λ and I then the Hamiltonian

is

H =
1

2
(S̃2 + L2) (C.4)

and corresponds to inverse inertia matrix I−1
ij = Diag(1, 1, 1, 1, 1, 1, 0). The zero eigenvalue

of I−1
ij in the central direction can be made nonzero by adding a constant term to the

Hamiltonian. Thus the RR model can be viewed as an Euler top for the nilpotent Lie

algebra n3 . Similarly, the RR equations can also be viewed as Euler equations for a centrally

extended Euclidean algebra as mentioned in Appendix B and [39].
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Appendix D

Calculation of Tr A4(ζ) for the Lax

matrix

In Section 3.2.2 we found that the conserved quantities Tr An(ζ) are in involution and
obtained four independent conserved quantities c,m, s and h by taking n = 2. Here, we
show that the conserved quantities following from Tr A4(ζ) are functions of the latter. We
find that

A4 =

[
ζ8(KaKbKcKd)− ζ7(KaKbKcLd + LaKbKcKd +KaLbKcKd +KaKbLcKd)

+ ζ6
(
−
KaKbKcSd

λ
+ LaKbKcLd +KaLbKcLd +KaKbLcLd

−
SaKbKcKd

λ
+ LaLbKcKd −

KaSbKcKd

λ
+ LaKbLcKd +KaLbLcKd −

KaKbScKd

λ

)
+ ζ5

(
LaKbKcSd

λ
+
KaLbKcSd

λ
+
KaKbLcSd

λ

+
SaKbKcLd

λ
− LaLbKcLd +

KaSbKcLd

λ
− LaKbLcLd −KaLbLcLd +

KaKbScLd

λ

+
SaLbKcKd

λ
+
LaSbKcKd

λ
+
SaKbLcKd

λ
+
KaSbLcKd

λ
+
LaKbScKd

λ
+
KaLbScKd

λ
− LaLbLcKd

)
+ ζ4

(
SaKbKcSd

λ2
−
LaLbKcSd

λ
+
KaSbKcSd

λ2
−
LaKbLcSd

λ
−
KaLbLcSd

λ
+
KaKbScSd

λ2

−
SaLbKcLd

λ
−
LaSbKcLd

λ
−
SaKbLcLd

λ
−
KaSbLcLd

λ
−
LaKbScLd

λ
−
KaLbScLd

λ
+ LaLbLcLd

SaSbKcKd

λ2
−
SaLbLcKd

λ
−
LaSbLcKd

λ
+
SaKbScKd

λ2
−
LaLbScKd

λ
+
KaSbScKd

λ2

)
+ ζ3

(
−
SaLbKcSd

λ2
−
LaSbKcSd

λ2
−
SaKbLcSd

λ2
−
KaSbLcSd

λ2
−
LaKbScSd

λ2
−
KaLbScSd

λ2
+
LaLbLcSd

λ

−
SaSbKcLd

λ2
+
SaLbLcLd

λ
+
LaSbLcLd

λ
−
SaKbScLd

λ2
+
LaLbScLd

λ

−
KaSbScLd

λ2
−
SaSbLcKd

λ2
−
SaLbScKd

λ2
−
LaSbScKd

λ2

)
+ ζ2

(
−
SaSbKcSd

λ3
+
SaLbLcSd

λ2
+
LaSbLcSd

λ2
−
SaKbScSd

λ3
+
LaLbScSd

λ2
−
KaSbScSd

λ3

+
SaSbLcLd

λ2
+
SaLbScLd

λ2
+
LaSbScLd

λ2
−
SaSbScKd

λ3

)
+ ζ

(
SaSbLcSd

λ3
+
SaLbScSd

λ3
+
LaSbScSd

λ3
+
SaSbScLd

λ3

)
+
SaSbScSd

λ4

]
tatbtctd. (D.1)

Evaluating the trace yields the polynomial (3.31) whose coefficients are functions of the

conserved quantities c,m, s and h , thus showing that Tr A4 does not lead to any new

conserved quantity.
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Appendix E

Singularities of second order ordinary

differential equations

E.1 Singularities of second order ODEs

We notice that the radial equation (5.57) and its strong coupling limit (5.66) are second order

homogeneous linear ODEs with rational coefficients. To place them in context, we summarize

some features of the class of second order ODEs:

y′′ + p(z)y′ + q(z)y = 0, (E.1)

for the function y(z). Here p and q are meromorphic functions on the complex plane. If

both p(z) and q(z) are regular at a point z0 , then z0 is an ordinary point and any other

point is a singular point of the equation. A point z0 6=∞ is a regular singularity if at least

one of p or q has a pole at z0 in such a way that if p has a pole it is a simple pole and if q

has a pole it is at most a double pole. On the other hand, z0 6=∞ is an irregular singularity

if either p has at least a double pole or q has at least a triple pole [6].

The nature of the point at infinity (z0 =∞) may be determined by writing (E.1) in terms

of ζ = 1/z :
d2y

dζ2
+

[
2

ζ
− 1

ζ2
p

(
1

ζ

)]
dy

dζ
+

1

ζ4
q

(
1

ζ

)
y = 0. (E.2)

z = ∞ is called an ordinary point/regular/irregular singularity of (E.1), if ζ = 0 is a

corresponding point of (E.2). In other words, z = ∞ is an ordinary point if the Laurent

series of p and q around z = ∞ are of the form p(z) = 2/z + · · · and q(z) = q4/z
4 + · · · .

On the other hand, z = ∞ is a regular singularity if the Laurent series of p and q around

z =∞ satisfy any one of the following three conditions:

1. p(z) = 2/z + · · · and q(z) = q2/z
2 + q3/z

3 + · · · with q2 and q3 not both zero,

2. p(z) = p1/z + · · · with p1 6= 2 and q(z) = q4/z
4 + · · · or
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3. p(z) = p1/z+ · · · with p1 6= 2 and q(z) = q2/z
2 + q3/z

3 + · · · with q2 and q3 not both

zero.

Finally, z = ∞ is an irregular singularity if it is neither an ordinary nor a regular singular

point. Alternatively, it is an irregular singularity if either the Laurent series of p around

z = ∞ contains at least one nonnegative power (z0, z1 · · · ) or that of q contains at least

one power larger than −2 (1/z, z0, · · · ). For example, y′′ + ay′ + by = 0 with constants

a and b not both zero has an irregular singularity at z = ∞ , while every other point is

an ordinary point. Indeed, the solution y = c1e
r1z + c2e

r2z has an essential singularity at

z = ∞ . If a and b are both zero, then y = c1z + c2 has a simple pole at z = ∞ which is

a regular singular point. In general, at an ordinary point, the solution of (E.1) is analytic.

At a regular singular point, it is either analytic, has a pole of finite order or an algebraic or

logarithmic branch point singularity. At an irregular singular point, the solution typically

has an essential singularity [4, 11].

At a regular singularity z0 6= ∞ (if z0 = ∞ we work with ζ = 1/z ), we may expand

the solution in a Frobenius series y = (z − z0)ρ
∑∞

0 yn(z − z0)n with the possible exponents

ρ = ρ1,2 determined by the indicial equation

ρ2 + (A− 1)ρ+B = 0 where A = lim
z→z0

(z − z0)p(z) and B = lim
z→z0

(z − z0)2q(z). (E.3)

In fact, A = B = 0 iff z0 is an ordinary point while z0 is a regular singularity iff the

limits exist with A and B not both zero. Moreover, if |ρ1 − ρ2| = 1/2, then z0 is called an

elementary regular singular point. Otherwise it is nonelementary [36].

E.2 Poincaré rank and species

The Poincaré rank of a singular point is a measure of its irregularity. For definiteness, suppose

z0 =∞ is a singular point, then its rank g is defined as

g = 1 + max

(
K1,

K2

2

)
where p(z) = O(zK1) and q(z) = O(zK2) as z →∞.

(E.4)

If z0 =∞ is a regular singularity its rank is either zero or a negative (half) integer while for

an irregular singularity it can be 1/2, 1, 3/2, · · · . Notably, it is possible to double the rank of

an irregular singular point via the quadratic transformation z = w2 . Thus it is possible to

restrict to integer ranks. For example, the equation y′′+(1/z)y′+(1/z)y = 0 has an irregular

singularity of rank 1/2 at z =∞ . Upon putting z = w2 , it becomes y′′− (1/2w)y′+ 4y = 0,

which has a rank 1 irregular singularity at w =∞ . Moving away from ∞ , a singular point

z0 6=∞ of (E.1) is said to have the rank g = 1 + max(K1, K2/2) if p(z) and q(z) have poles

of order K1 + 2 and K2 + 4 respectively (see Eq. (E.2)). It is sometimes also useful to define

the species of an irregular singularity as twice its rank [6].

The rank controls the asymptotic behaviour of solutions to (E.1) at an irregular singular

point. If z0 =∞ is an irregular singular point of integer rank g , then we have the exponential
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asymptotic behaviour

y(z) ∼ exp[Agz
g + Ag−1z

g−1 + · · ·+ A1z]Y (z), where Y (z) = z−ρ
∑
n≥0

ynz
−n. (E.5)

There is a loose resemblance between the rank of an irregular singularity and the genus of

an entire function.

E.3 Invariance of rank

Though the quadratic transformation z = w2 doubles the rank of an irregular singularity,

there is a class of transformations that preserve it. In fact, under a fractional linear trans-

formation w = (az + b)/(cz + d), the coefficients of (E.1) remain meromorphic and the rank

of a singularity remains unchanged though its location may be altered.

On the other hand, under a linear change of dependent variable y(z) = F (z)a(z), (E.1)

becomes

a′′(z) +

(
2
F ′(z)

F (z)
+ p(z)

)
a′(z) +

(
F ′′(z)

F (z)
+ p(z)

F ′(z)

F (z)
+ q(z)

)
a(z) = 0. (E.6)

To ensure that (E.6) has meromorphic coefficients, we will restrict to functions of the form

F = zµR1e
R2 , where µ is real and R1,2(z) are rational functions. For definiteness, let us

suppose that z = ∞ is a rank g irregular singular point of (E.1). Suppose, further that

R2(z) ∼ zn as z → ∞ . Then we find that z = ∞ continues to be a rank g irregular

singularity of (E.6) provided n ≤ g . In particular, there is no restriction on µ or R1 .

This restriction on n is understandable in view of the connection between the rank and the

asymptotic behaviour in (E.5).

Interestingly, it is possible to create irregular singular points through the confluence of

regular singularities [36]. For instance, the coalescence of two elementary regular singular

points produces a nonelementary regular singularity, while the merger of three elementary

regular singularities gives an irregular singularity of species 1 (rank 1/2). More generally, an

irregular singularity of species r is formed by the coalescence of r + 2 elementary regular

singular points.

E.4 Ince’s classification

Ince introduced a classification of the ODEs (E.1) based on the number and nature of singu-

larities. Such an equation is said to be of type [a, b, ci, dj, · · · ] , if a is the number of elemen-

tary regular singular points, b is the number of nonelementary regular singular points, and

c, d, · · · are the number of irregular singularities of species i, j, · · · . For example, the hyper-

geometric equation is denoted [0, 3, 0] as it has three nonelementary regular singularities at

z = 0, 1 and ∞ . The confluent hypergeometric equation is denoted [0, 1, 12] . It has a regular
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(nonelementary) singularity at zero and an irregular singularity of rank 1 at ∞ formed by

the coalescence of regular singularities at 1 and ∞ . The Heun equation is denoted [0, 4, 0] as

it has four nonelementary regular singular points [6]. When two of them coalesce we get the

confluent Heun equation ([0, 2, 12]) with an irregular singularity of rank one. The biconflu-

ent Heun equation ([0, 1, 14]) has an irregular singularity of rank 2 formed by the merger of

three nonelmentary regular singular points. The Lamé equation for ellipsoidal harmonics is

of type [3, 1, 0], it has three elementary regular singularities and one nonelementary regular

singularity at infinity. Thus, it can be viewed as a special case of the Heun equation or as a

confluent form of an equation of type [5, 0, 0].



Appendix F

Goldstone mode of the RR model

We have seen in Chapter 5 that the Rajeev-Ranken model can be treated as a three di-

mensional anharmonic oscillator with a quartic plus quadratic potential in the Darboux

coordinates R1 and R2 . Using cylindrical symmetry, we arrive at a one dimensional problem

for the radial coordinate r with the effective potential U(r) (see Eqn. (5.46)). As mentioned

in Section 5.3, when α < 0, the potential U(r) = αr2 + βr4 has a nonzero minimum at

r∗ =
√
−α/2β . This corresponds to a family of degenerate minima of the potential along a

circle on the R1 -R2 plane: R2
1 +R2

2 = r2
∗ = 8pz/λk − 2m2 − 8µ/λ2 > 0.

One could mistakenly treat these minima of the potential as static solutions of the anhar-
monic oscillator. This is incorrect because of the additional term proportional to the angular
momentum in the Hamiltonian (5.29) of the anharmonic oscillator. The true static solutions
are given by the solutions of the EOM (here x, y, z = R1,2,3 and px,y,z = kP1,2,3 ):

ẋ = px −
λmky

2
, ẏ = py +

λmkx

2
, ż = pz −

λk

2
(x2 + y2),

ṗx = −λmkpy
2

−
(
λ2m2k2

8
− λkpz

2
+
k2

2

)
2x− λ2k2

2
(x2 + y2)x

ṗy =
λmkpx

2
−
(
λ2m2k2

8
− λkpz

2
+
k2

2

)
2y − λ2k2

2
(x2 + y2)y and ṗz = 0, (F.1)

with Ṙ1,2,3 = 0 and Ṗ1,2,3 = 0. It is possible to show that there is a one parameter family of

static solutions parametrized by arbitrary real values of R3(t) = R3 , while the other variables

vanish: R1,2 = P1,2,3 = 0. These static solutions1 that lie on the z axis are degenerate in

energy which is given by E = m2k2/2. Thus we would expect a zero mode/‘Goldstone mode’

where R3 varies slowly, while the other variables remain zero. However, we do not expect

Goldstone bosons in the field theory since it is two-dimensional.

These degenerate static solutions of the RR model correspond to a family of static so-

lutions of the scalar field theory given by φ(x, t) = R3t3 + mKx , where t3 = σ3/2i and

K = −kt3 . Thus φ(x, t) = (R3 −mkx)(σ3/2i) is linear in x and points exclusively in the

third internal direction.

1In terms of the L-S variables, this corresponds to a single point on the static submanifold Σ2 (see

Section 3.2.5), where L3 = −mk and S3 = −k/λ . This is because the L -S phase space does not capture

the R3 degree of freedom.
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Appendix G

Asymptotic behaviour of the strong

coupling radial equation

The radial Schrödinger equation of the quantum Rajeev-Ranken model in the strong coupling

limit (5.66)

ρ′′(r̃) +
1

r̃
ρ′(r̃)−

(
l2

r̃2
+
g̃2

4

(
r̃2 + r̃4

)
− g̃2Ẽ2

)
ρ(r̃) = 0, (G.1)

has an irregular singular point at r̃ = ∞ . To find the asymptotic behaviour of the radial

wavefunction, we make the substitution ρ(r̃) = exp(S(r̃)). This anticipates that the leading

asymptotic behaviour is of exponential type. In terms of S(r̃), the radial equation becomes:

S ′′(r̃) + (S ′(r̃))2 +
1

r̃
S ′(r̃)−

(
l2

r̃2
+
g̃2

4

(
r̃2 + r̃4

)
− g̃2Ẽ2

)
= 0. (G.2)

We make the ‘slowly varying’ assumption that S ′′(r̃) � (S ′(r̃))2 as r̃ → ∞ , which will be

seen to be a self-consistent assumption. For large r̃ , the quartic term in (G.2) dominates, so

the ‘asymptotic radial equation’ is

S ′(r̃)2 ∼ g̃2

4
r̃4. (G.3)

This implies

S ′(r̃) ∼ ± g̃
2
r̃2 or S(r̃) = ± g̃

6
r̃3 + c(r̃), (G.4)

where the constant of integration c of the limiting asymptotic radial equation is allowed de-

pend on r̃ , in order to incorporate the subleading behaviour as r̃ →∞ . For consistency, c(r̃)

must satisfy the condition c(r̃) � g̃r̃3/6 as r̃ → ∞ . For normalizability, the eigenfunction

ρ(r̃) → 0 as r̃ → ∞ . Thus, we must choose the negative sign for S(r̃) = −g̃r̃3/6 + c(r̃).

Substituting this in the radial equation (G.2) we get

c′′(r̃) + c′(r̃)2 −
(
g̃r̃2 − 1

r̃

)
c′(r̃)− 3

2
g̃r̃ − l2

r̃2
− g̃2

4
r̃2 + g̃2Ẽ2 = 0. (G.5)

93



94APPENDIX G. ASYMPTOTIC BEHAVIOUR: STRONG COUPLING RADIAL EQUATION

As before, in the limit r̃ →∞ we may use the inequalities c′′(r̃)� g̃r̃ and c′(r̃)2 � g̃r̃2c′(r)

to obtain an asymptotic equation for c(r̃):

g̃r̃2c′(r̃) ∼ −3

2
g̃r̃ − g̃2

4
r̃2. (G.6)

Thus we have,

c(r̃) ∼ −3

2
ln r − g̃

4
r̃ + constant. (G.7)

This gives the leading asymptotic behaviour of ρ(r̃):

ρ(r̃) ∼ a(r̃)r̃−
3
2 e
− g̃

2

(
r̃3

3
+ r̃

2

)
as r̃ →∞. (G.8)

Here, we once again allowed the constant a to depend on r̃ in order to allow for further

subleading behaviour.

Remark: Note that just like (G.1), the radial equation for the variable coefficient a(r̃) also

has an irregular singular point of rank 3 at r̃ =∞ . In fact, the radial equation (G.1), under

the substitution (G.8) becomes

a′′(r̃)−
(

2

r̃
+
g̃

2
+ g̃r̃2

)
a′(r̃) +

(
1

r̃2

(
9

4
− l2

)
+

g̃

2r̃
+ g̃2

(
1

16
+ Ẽ2

))
a(r̃) = 0. (G.9)

By the transformation, r̃ = 1/s we obtain the equation

d2a

ds2
+

(
4

s
+

g̃

2s2
+
g̃

s4

)
da

ds
+

(9
4
− l2

)
s2

+
g̃

2s3
+
g̃2
(

1
16

+ Ẽ2

)
s4

 a(s) = 0, (G.10)

which by the rules of Appendix E has an irregular singularity of rank 3 at s = 0.



Appendix H

Frobenius method for strong coupling

limit: Local analysis

We know that the radial equation (5.66) has a regular singular point at r̃ = 0. We consider

a series solution around this point of the form:

ρ(r̃) =
∞∑
n=0

ρnr̃
η+n. (H.1)

Substituting this in (5.66) gives

∞∑
n=0

ρn(η + n)(η + n− 1)r̃η+n−2 +
1

r̃

∞∑
n=0

ρn(η + n)r̃η+n−1

−
(
l2

r̃2
+
g̃2

4
(r̃2 + r̃4)− g̃2Ẽ2

) ∞∑
n=0

ρnr̃
η+n = 0. (H.2)

We rewrite this equation as

∞∑
n=0

((η+n)2−l2)ρnr̃
η+n−2− g̃

2

4

(
∞∑
n=4

ρn−4r̃
η+n−2 +

∞∑
n=6

ρn−6r̃
η+n−2

)
+g̃2Ẽ2

∞∑
n=2

ρn−2r̃
η+n−2 = 0.

(H.3)

From this, we have the indicial exponents η = ±l . Choosing η = l in order that the

normalizability condition (5.58) is satisfied, we get the four-term recursion relation (5.76).
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